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Abstract

Clinical data repositories, the most prevalent of which are electronic health records, typically
comprise a broad range of information pertaining to various fields within the medical domain.
Clinical data fields encapsulate distinct notions and are typically expressed in various formats —
indicative of the specialised nature of the clinical domain. Data range from complex medical
imaging data employed for diagnosis, therapy planning, intraoperative navigation, and post-
operative monitoring, to clinical summaries derived from information collected during doctor-
patient consultations, such as conditions, medications, and patient demographics. These data
sources may be characterised by a notable degree of interconnectedness due to complex interac-
tions and relationships that are embedded in respect of the various medical concepts.

Actionable insight may be derived from clinical data if abstracted and analysed by means of
an appropriate modelling approach. One such approach is a so-called knowledge graph which
represents an effective approach towards abstracting complex, interconnected data via a spe-
cialised data structure in which information is expressed by means of a mathematical construct
known as graphs. Various algorithmic techniques may be applied to knowledge graphs in order
to identify and leverage inferential relationships in a systematic manner — this may then form
the basis of clinical decision support. Link prediction represents a popular approach towards
inferring insight from graph-based data. The application of link prediction techniques from the
realms of network analysis and machine learning warrants consideration in a clinical context
due to their notable algorithmic utility in respect of extracting actionable insight from data —
their utility can be further enhanced when applied to clinical data that are abstracted by means
of knowledge graphs. There are, however, various complexities involved with constructing a
knowledge graph and subsequently deriving insight therefrom.

In this thesis, a generic framework is proposed for constructing and analysing a knowledge
graph derived from clinical data. The proposed framework conceptually represents a unified
pipeline (or architecture) that may be employed towards transforming raw clinical data into an
appropriate knowledge graph representation, and subsequently performing graph-based analysis,
i.e. link prediction. The proposed framework comprises three functional components, each of
which addresses an integral step in the overarching process. Two main types of use cases may be
realised by means of the framework’s implementation, the first of which relates to the prediction
of medical conditions in order to identify misdiagnosed conditions, while the second use case
pertains to the prediction (i.e. suggestion) of medication for prescription purposes.

Due to the challenges associated with access to real-world clinical data (attributable to pri-
vacy and confidentiality), reputable synthetic data are considered in order to demonstrate the
methodological utility of the proposed framework. More specifically, two different data sets are
considered, each of which differs in respect of the underlying clinical context and in terms of
complexity. Three computerised instantiations are carried out, each of which varies in respect of
different data sets that are subjected to the modelling pipeline and/or the clinical use case under
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iv Abstract

consideration. An algorithmic verification study is carried out prior to these instantiations in
order to verify the functional correctness of the sixteen link prediction algorithms considered.
The three main paradigms of link prediction algorithms considered are common neighbour -based
algorithms, machine learning classifiers, and graph neural networks. Hyperparameter tuning is
also carried out in order to identify suitable algorithmic configurations in respect of the different
link prediction algorithms. During each computerised instantiation, algorithmic performance
is evaluated both quantitatively (including statistical analyses) and qualitatively by means of
appropriate visualisations and contextual reflections. The algorithmic output is also further
contextualised in respect of practical insight pertaining to the aim of the respective use cases.
Furthermore, the framework is validated by means of a subject matter expert, during which the
methodological utility of the proposed framework and its applicability to real-world operations
is corroborated.
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Opsomming

Kliniese databewaarplekke, waarvan elektroniese gesondheidsrekords die mees algemeen is, be-
vat tipies ’n wye reeks inligting wat betrekking het op verskeie aspekte binne die mediese veld.
Datavelde omsluit verskillende begrippe en word tipies in verskeie formate uitgedruk — aan-
duidend van die gespesialiseerde aard van die kliniese veld. Data wissel van komplekse me-
diese beeldingdata wat gebruik word vir diagnose, terapiebeplanning, intraoperatiewe navigasie
en post-operatiewe monitering, tot kliniese opsommings afgelei van inligting wat ingesamel is
tydens dokter-pasiënt konsultasies, soos toestande, medikasie, en pasiëntdemografie. Hierdie
databronne kan gekenmerk word deur ’n noemenswaardige mate van onderlinge verbondenheid
as gevolg van komplekse interaksies en verwantskappe wat ingebed is ten opsigte van die ver-
skillende mediese konsepte.

Praktiese uitvoerbare insig kan vanaf kliniese data afegelei word indien dit deur middel van ’n
toepaslike modelleringsbenadering uitgedruk en ontleed word. Een so ’n benadering is ’n soge-
naamde kennisgrafiek wat ’n effektiewe benadering tot die modellering van komplekse, onderling
gekoppelde data verteenwoordig deur middel van ’n gespesialiseerde datastruktuur waarin in-
ligting uitgedruk word deur middel van ’n wiskundige konsep bekend as grafieke. Verskeie
algoritmiese tegnieke kan op kennisgrafieke toegepas word om inferensiële verhoudings op ’n
sistematiese wyse te identifiseer en te benut — dit kan dan die basis vorm van kliniese besluit-
steun. Skakelvoorspelling verteenwoordig ’n gewilde benadering tot die afleiding van insig uit
grafiek-gebaseerde data. Die toepassing van skakelvoorspellingstegnieke uit die gebiede van
netwerkanalise en masjienleer regverdig oorweging in ’n kliniese konteks as gevolg van hul noem-
enswaardige algoritmiese nut ten opsigte van die onttrekking van uitvoerbare insig uit data —
hul nut kan verder verbeter word wanneer dit toegepas word op kliniese data wat deur middel
van kennisgrafieke gemodelleer word. Daar is egter verskeie komplekse oorwegings betrokke
tydens die opstel van ’n kennisgrafiek en die verkryging van insig daaruit.

In hierdie tesis word ’n generiese raamwerk voorgestel vir die ontwikkeling en ontleding van
’n kennisgrafiek wat afgelei is van kliniese data. Die voorgestelde raamwerk verteenwoordig
konseptueel ’n verenigde pyplyn (of argitektuur) wat aangewend kan word om rou kliniese data
in ’n toepaslike kennisgrafiekvoorstelling te transformeer, en daarna grafiekgebaseerde analise,
i.e. skakelvoorspelling, uit te voer. Die voorgestelde raamwerk bestaan uit drie funksionele
komponente, wat elk ’n integrale stap in die oorkoepelende proses aanspreek. Twee hooftipes
gevallestudies kan deur middel van die raamwerk se implementering gerealiseer word, waarvan die
eerste verband hou met die voorspelling van mediese toestande ten einde verkeerd gediagnoseerde
toestande te identifiseer, terwyl die tweede gevallestudie fokus op die voorspelling van medikasie
vir voorskrifdoeleindes.

As gevolg van die uitdagings wat verband hou met toegang tot werklike kliniese data (toeskryf-
baar aan privaatheid en vertroulikheid), word betroubare sintetiese data oorweeg om die metodo-
logiese nut van die voorgestelde raamwerk te demonstreer. Meer spesifiek word twee verskillende
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vi Opsomming

datastelle oorweeg, wat elkeen verskil ten opsigte van die onderliggende kliniese konteks en ten
opsigte van kompleksiteit. Drie gerekenariseerde instansiasies word uitgevoer, wat elk verskil ten
opsigte van verskillende datastelle wat aan die modelleringspyplyn en/of die kliniese gebruiks-
geval onder oorweging onderwerp word. ’n Algoritmiese verifikasiestudie word voor hierdie in-
stansiasies uitgevoer om die funksionele korrektheid van die sestien skakelvoorspellingsalgoritmes
wat oorweeg is, te verifieer. Die drie hoofparadigmas van skakelvoorspellingsalgoritmes wat oor-
weeg word, is algemene buur-gebaseerde algoritmes, masjienleerklassifiseerders, en grafiekneurale
netwerke.

Hiperparameterinstelling word ook uitgevoer om geskikte algoritmiese konfigurasies ten opsigte
van die verskillende skakelvoorspellingsalgoritmes te identifiseer. Tydens elke gerekenariseerde
instansiasie word algoritmiese prestasie beide kwantitatief (insluitend statistiese ontledings) en
kwalitatief deur middel van gepaste visualiserings en kontekstuele refleksies geëvalueer. Die
algoritmiese uitset word ook verder gekontekstualiseer ten opsigte van praktiese insig met be-
trekking tot die doel van die onderskeie gevallestudie. Verder word die raamwerk deur middel
van ’n vakkundige gevalideer, waartydens die metodologiese bruikbaarheid van die voorgestelde
raamwerk en die toepaslikheid daarvan op werklike bedrywighede gestaaf word.
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NB: Näıve Bayes

NER: Named Entity Recognition

NLP: Natural Language Processing

NR: Nuclear Receptor

PA: Preferential Attachment

PALM: Patient-centered Analytic Learning Machine

PRA: Path-based Resource Allocation

PyG: PyTorch Geometric

SNOMED-CT: Systematised Nomenclature of Medicine-Clinical Terms

RA: Resource Allocation

RCGN: Relational Graph Convolutional Network

RF: Random Forest

ROC: Receiver Operating Characteristic

RS-EHR: Realistic Synthetic Electronic Health Records

TN: True Negative

TP: True Positive

UniMP: Unified Message Passaging Model

https://scholar.sun.ac.za



List of Figures

1.1 A visual representation of a KG . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 A visual representation of a graph . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Examples of types of graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 A visual representation of a bipartite graph . . . . . . . . . . . . . . . . . . . . . 12

2.4 A visual representation of a complete bipartite graph . . . . . . . . . . . . . . . . 12

2.5 A digraph and its underlying graph . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.6 Computer representations of graphs . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.7 An example of a walk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.8 A graph data model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.9 A force-based algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.10 The PADARSER framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.11 A clinical KG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.12 A taxonomy of clinical KGs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1 The link prediction problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 CRISP-DM life cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3 Link prediction taxonomic overview . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.4 Encoder-decoder approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.5 Random walk procedure in node2vec . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6 The TransE model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.7 GNN pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.8 Neural message passing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.9 Triadic closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.10 Quadratic closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.11 A depiction of k-fold cross-validation . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.12 A graphical illustration of the bias-variance trade-off . . . . . . . . . . . . . . . . 65

3.13 Confusion matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

xvii

https://scholar.sun.ac.za



xviii List of Figures

3.14 ROC curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.15 Message-passing and supervision edges . . . . . . . . . . . . . . . . . . . . . . . . 69

3.16 Inductive link prediction data split . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.17 Transductive link prediction data split . . . . . . . . . . . . . . . . . . . . . . . . 70

4.1 Framework development process . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2 The four symbols of a DFD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3 Generic data science paradigm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.4 Methodology for system verification . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.5 Pipeline for extracting medical concepts from unstructured text data . . . . . . . 81

4.6 Stroke KG framework construction . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.7 CKG data model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.8 MediKAL framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.9 Level-one DFD of the processing component . . . . . . . . . . . . . . . . . . . . . 87

4.10 Clinical data model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.11 Medical history presented in a .json format . . . . . . . . . . . . . . . . . . . . . 90

4.12 Level-two DFD of the Processing component . . . . . . . . . . . . . . . . . . . . 91

4.13 Level-one DFD of the KG construction component . . . . . . . . . . . . . . . . . 92

4.14 Level-two DFD of the KG construction component . . . . . . . . . . . . . . . . . 93

4.15 Level-one DFD of the Analysis component . . . . . . . . . . . . . . . . . . . . . . 95

4.16 Level-two DFD of the Analysis component . . . . . . . . . . . . . . . . . . . . . . 96

5.1 Graph data model of first framework implementation . . . . . . . . . . . . . . . . 105

5.2 KG pertaining to the 1K patient data set . . . . . . . . . . . . . . . . . . . . . . 109

5.3 KG pertaining to the 10K patient data set . . . . . . . . . . . . . . . . . . . . . . 110

5.4 Degree centrality of the condition vertices . . . . . . . . . . . . . . . . . . . . . . 111

5.5 AUPRC box plots of the best performing link prediction algorithms . . . . . . . 116

5.6 Precision-recall curves of the first instantiation . . . . . . . . . . . . . . . . . . . 119

5.7 Confusion matrices of the first instantiation . . . . . . . . . . . . . . . . . . . . . 119

5.8 Historical versus predicted conditions (1K data set) . . . . . . . . . . . . . . . . . 120

5.9 Historical versus predicted conditions (10K data set) . . . . . . . . . . . . . . . . 121

5.10 Data model of second framework implementation . . . . . . . . . . . . . . . . . . 122

5.11 KG constructed in the second instantiation . . . . . . . . . . . . . . . . . . . . . 124

5.12 Degree centrality of condition and medication vertices . . . . . . . . . . . . . . . 125

5.13 Box plots of all algorithms (AUPRC second instantiation) . . . . . . . . . . . . . 126

5.14 Precision-recall curve and confusion matrix of the second instantiation . . . . . . 128

https://scholar.sun.ac.za



List of Figures xix

5.15 Historical versus predicted medications (second instantiation) . . . . . . . . . . . 128

5.16 Data model of third framework implementation . . . . . . . . . . . . . . . . . . . 129

5.17 KG constructed in the third instantiation . . . . . . . . . . . . . . . . . . . . . . 131

5.18 Degree centrality score of end vertices of ISA relation . . . . . . . . . . . . . . . . 132

5.19 Box plots of all algorithms (AUPRC third instantiation) . . . . . . . . . . . . . . 133

5.20 Precision-recall curve and confusion matrix of the third instantiation . . . . . . . 134

5.21 Historical versus predicted conditions (third instantiation) . . . . . . . . . . . . . 135

A.1 Box plots of all algorithms (AUROC 1K data set) . . . . . . . . . . . . . . . . . 174

A.2 Box plots of all algorithms (AUPRC 1K data set) . . . . . . . . . . . . . . . . . . 175

A.3 Box plots of all algorithms (AUROC 10K data set) . . . . . . . . . . . . . . . . . 176

A.4 Box plots of all algorithms (AUPRC 10K data set) . . . . . . . . . . . . . . . . . 177

A.5 Box plots of all algorithms (AUROC second instantiation) . . . . . . . . . . . . . 177

A.6 Box plots of all algorithms (AUROC third instantiation) . . . . . . . . . . . . . . 178

https://scholar.sun.ac.za



xx

https://scholar.sun.ac.za



List of Tables

2.1 Popular international medical terminology systems . . . . . . . . . . . . . . . . . 20

4.1 An example of patient data represented in a tabular .csv format . . . . . . . . . 88

4.2 An example of condition data represented in a tabular .csv format . . . . . . . . 89

4.3 An example of HAS relationship data represented in a tabular .csv format . . . . 89

4.4 An example of PRESCRIBED relationship data represented in a tabular .csv format 89

4.5 Hyperparameters of link prediction approaches . . . . . . . . . . . . . . . . . . . 98

5.1 The structural properties pertaining to four benchmark data sets . . . . . . . . . 102

5.2 AUROC scores obtained by Aziz et al. . . . . . . . . . . . . . . . . . . . . . . . . 103

5.3 AUROC scores obtained during the verification study . . . . . . . . . . . . . . . 103

5.4 An extract of the conditions1K.csv file . . . . . . . . . . . . . . . . . . . . . . . . 105

5.5 An extract of the has1K.csv file . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.6 An extract of the data contained within condition nodes10K.csv . . . . . . . . . 107

5.7 An extract of the has10k.csv file . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.8 A summary of the graph features (first instantiation) . . . . . . . . . . . . . . . . 108

5.9 A list of the algorithms considered in Module 9.1 for the first instantiation . . . . 112

5.10 Hyperparameter value ranges for link prediction algorithms . . . . . . . . . . . . 113

5.11 A summary of the link prediction algorithm performance (1K data set) . . . . . . 114

5.12 A summary of the link prediction algorithm performance (10K data set) . . . . . 115

5.13 The p-values obtained in respect of each evaluation metric and data set . . . . . 117

5.14 The best performing link prediction algorithms (1K data set) . . . . . . . . . . . 117

5.15 The best performing link prediction algorithms (10K data set) . . . . . . . . . . 118

5.16 An extract of the derived clinical insights . . . . . . . . . . . . . . . . . . . . . . 121

5.17 An extract of the medications.csv file . . . . . . . . . . . . . . . . . . . . . . . . 122

5.18 A summary of the graph features (second instantiation) . . . . . . . . . . . . . . 123

5.19 A summary of the link prediction algorithm performance (second instantiation) . 125

5.20 Nemenyi test p-values for AUROC values (second instantiation) . . . . . . . . . . 126

xxi

https://scholar.sun.ac.za



xxii List of Tables

5.21 Nemenyi test p-values for AUPRC values (second instantiation) . . . . . . . . . . 126

5.22 The best performing link prediction algorithms (second instantiation) . . . . . . 127

5.23 An extract of the derived clinical insights (second instantiation) . . . . . . . . . . 127

5.24 A summary of the graph features (third instantiation) . . . . . . . . . . . . . . . 130

5.25 A summary if the link prediction algorithm performance (third instantiation) . . 132

5.26 Nemenyi test p-values for AUROC values (third instantiation) . . . . . . . . . . . 133

5.27 Nemenyi test p-values for AUPRC values (third instantiation) . . . . . . . . . . . 133

5.28 The best performing link prediction algorithms (third instantiation) . . . . . . . 134

5.29 An extract of derived clinical insights (third instantiation) . . . . . . . . . . . . . 135

A.1 Hyperparameter tuning results for classifier-based algorithms (1K data set) . . . 169

A.1 Hyperparameter tuning results for classifier-based algorithms (1K data set) . . . 170

A.2 Hyperparameter tuning results for classifier-based algorithms (10K data set) . . . 170

A.2 Hyperparameter tuning results for classifier-based algorithms (10K data set) . . . 171

A.2 Hyperparameter tuning results for classifier-based algorithms (10K data set) . . . 172

A.3 Hyperparameter tuning results for the GNN architectures (1K data set) . . . . . 172

A.4 Hyperparameter tuning results for the GNN architectures (10K data set) . . . . 173

A.5 Nemenyi procedure p-values for AUROC values (1K data set) . . . . . . . . . . . 179

A.6 Nemenyi procedure p-values for AUPRC values (1K data set) . . . . . . . . . . . 180

A.7 Nemenyi procedure p-values for AUROC values (10K data set) . . . . . . . . . . 181

A.8 Nemenyi procedure p-values for AUPRC values (10K data set) . . . . . . . . . . 182

https://scholar.sun.ac.za



xxiii

https://scholar.sun.ac.za



xxiv List of Tables

https://scholar.sun.ac.za



CHAPTER 1

Introduction
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1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Objectives and scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Thesis organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.1 Background

The scope of human healthcare is markedly vast and multifaceted, comprising a variety of factors
such as genetic predispositions, environmental factors, and personal lifestyle choices, to name
but a few [200]. Towards representing a patient’s clinical history effectively, clinical data reposi-
tories such as electronic health records (EHRs) ought to encapsulate a broad range of information
pertaining to various facets within the medical domain. The various sub-domains within the
realm of healthcare, however, comprise distinct data elements, formats, and abstractions which
is indicative of the complex and specialised nature of the medical domain and its constituent
fields. Accordingly, data may range from complex medical imaging data employed for diagnosis,
therapy planning, intraoperative navigation, and post-operative monitoring, to clinical sum-
maries (comprising structured and unstructured information) generated during doctor-patient
consultations [225]. These data sources are typically characterised by a notable degree of in-
terconnectedness due to complex interactions and relationships that are embedded in respect of
the various medical concepts.

The notably complex and diverse nature of medical data renders it particularly important to
integrate, abstract, analyse, and synthesise the various interconnected data sources by means of
an appropriate data representation (i.e. model) so as to facilitate systematic and reliable decision
support. Towards this end, so-called knowledge graphs (KGs) represent an effective approach,
according to which complex, information-rich data can be expressed by means of a powerful
mathematical construct, called graphs [239]. A graph may be defined simply as a collection of
vertices that are joined by means of edges [86]. A vertex may be regarded as a representation
of a real-world object which may, in turn, be connected to other real world objects — i.e.
two vertices are joined via an edge denoting some contextual relationship [108]. KGs represent
extensions of graphs in respect of their computational capacity to express at more detailed levels
of abstraction the information (i.e. features) pertaining to both the real-world objects and their

1
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2 Chapter 1. Introduction

relationships [120]. A visual representation of a simple graph comprising a collection of vertices
(depicted by means of points) and edges (depicted by means of line segments) is presented in
Figure 1.1.

vertex

edge

Figure 1.1: A visual representation of a graph comprising a collection of vertices and edges.

In a clinical context, the vertices constituting a KG may be employed towards abstracting entities
such as patients, symptoms, conditions, and medications (including various features pertaining
to each), while the edges may be employed towards expressing the interrelations between these
entities (together with features pertaining to the respective relationships) [207]. The utility of
KGs may be ascribed to their representational capacity, according to which complex relation-
ships embedded within information sources may be modelled — such capacity notably exceeds
those of conventional computational approaches [120]. Appropriately, the successful applica-
tion of KGs in the healthcare domain has been reported widely [186, 207, 289, 307]. KGs
derived from medical data may be further enriched by means of the integration of contextual
information derived from dedicated medical ontologies1. Information gleaned from medical on-
tologies can supplement data-driven approaches towards inferring actionable insight from KGs
due to the enrichment beyond the knowledge embedded within some sample (patient) data un-
der consideration [259]. Consequently, improved decision support may be facilitated by means
of ontology-supplemented KGs.

An appropriate analytical approach ought to be adopted in order to realise the analytical po-
tential of KGs. One notable approach towards extracting inferential patterns from graphs is by
means of link prediction — the aim of which is to predict the likelihood of a connection (i.e.
edge) between two vertices in a graph based on local features pertaining to the vertices under
consideration and global features pertaining to the graph as a whole [179]. In a clinical con-
text, link prediction may be employed towards, for example, predicting (i.e. diagnosing) medical
conditions, or suggesting (i.e. prescribing) medication. Traditional methods for conducting link
prediction in graphs stem from simpler, heuristic-based approaches, such as common neighbour
(CN)-based methods which are based on the principle that two vertices in a graph are more likely
to have an edge joining them if they share a reasonably large number of adjacent vertices [168].
The domain of machine learning (ML) comprises a large number of powerful techniques that are
amenable to the task of link prediction [108]. Such techniques are, however, susceptible to the
intricacies involved with non-Euclidean data representations, such as graphs [39]. Fortunately,
the nascent approach of graph neural networks (GNNs) [249] represents an effective approach
towards harnessing the computational efficacy of ML-based techniques (more specifically, deep
learning) by appropriately addressing non-Euclidean, graph-based data structures [108]. The

1A medical ontology may be defined as a structured vocabulary of medical-related data which comprise stan-
dardised definitions and descriptions of medical concepts and their relationships [149].

https://scholar.sun.ac.za



1.2. Problem statement 3

application of GNNs involve generating appropriate representations (called embeddings) of the
considered graph which encapsulate information at various levels of abstraction, i.e. vertex- and
edge-specific features, as well as structural properties of the graph (in respect of the nature
according to vertices are connected within the graph) [44]. The advent of GNNs has been ac-
companied by promising developments towards analysing graph data structures, as showcased
by the numerous advancements in the research community [38, 110, 147, 282].

KGs, together with algorithmic link prediction approaches, certainly represent notable utility
in respect of clinical decision support. There are, however, various intricacies involved with the
construction of KGs (based on clinical data) and the subsequent application of link prediction
algorithms so as to derive decision support. Considerations range from graph data prepro-
cessing, KG construction, medical ontology enrichment, algorithmic configuration as well as
implementation, and the analysis of resulting outputs. A unified approach towards graph-based
link prediction that encapsulates each of the aforementioned facets has not yet (to the best of
the author’s knowledge) been addressed in the literature. Focus is either placed exclusively on
the construction of a KG [53, 164, 248] or exclusively on the analysis of pre-defined KGs [176,
223]. An important opportunity therefore manifests.

1.2 Problem statement

The aim in this thesis is to propose a data-driven framework — called the Medical Knowledge
graph Analysis through Link prediction (MediKAL) framework — that can be employed towards
processing clinical data in order to derive an appropriate KG abstraction. Furthermore, the
proposed framework should facilitate the configuration and application of algorithmic techniques
in order to extract actionable insights by means of graph-based link prediction in respect of
different clinical use cases. The design and documentation of the framework ought to align
with the fundamental facets that constitute link prediction analyses, i.e. ingesting, as input,
raw clinical data, processing these data appropriately in order to construct a KG, after which
various link prediction algorithms may be applied in order to derive decision support in respect
of the resulting algorithmic output.

The proposed framework ought to comprise different functional components relating to the main
tasks to be executed, such as data processing, KG construction, medical ontology enrichment,
algorithmic configuration, implementation, and output analysis. The framework proffered in
this thesis should also facilitate the execution of two prominent clinical use cases, the first of
which relates to condition diagnosis (i.e. to predict misdiagnosed diseases), while the second use
case pertains to medication prescription (i.e. to predict medication to prescribe). The frame-
work is to be verified in respect of both its conceptual design (facilitated by means of detailed
documentation accompanied by diagrammatic exposition) and algorithmic working (facilitated
by means of reproducibility studies). Furthermore, the framework’s utility in respect of its
real-world applicability is to be validated by means of an appropriate subject matter expert.

1.3 Objectives and scope

The following seven objectives are pursued in this thesis:

I To conduct a thorough review of the literature related to:

(a) Appropriate graph, statistical, and clinical prerequisites,
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4 Chapter 1. Introduction

(b) Graph-based analytical techniques in respect of:

i. Link prediction fundamentals and its constituent algorithmic paradigms,

ii. link prediction in bipartite graphs and KGs, and

iii. performance evaluation of link prediction algorithmic approaches.

II To design, based on the literature review of Objective I, a generic framework that may
be employed towards constructing a medical KG, from which insight may be gleaned by
means of different link prediction approaches. This framework should therefore facilitate:

(a) The preprocessing of raw patient-related data,

(b) the construction of a medical KG (possibly enriched by a medical ontology),

(c) the application and evaluation of different link prediction algorithmic approaches,
and

(d) the analysis and contextualisation of algorithmic results in order to extract actionable
insight.

III To verify the computerised implementations of certain algorithmic approaches by means
of the framework’s (partial) instantiation in respect of benchmark data.

IV To implement computerised instantiations of the designed framework in respect of the two
considered use cases, i.e. diagnosis prediction and medication prescription.

V To conduct an algorithmic performance analysis (including inferential statistical testing)
of various link prediction algorithms so as to assess performance dynamics in respect of
different hyperparameter values and different data considerations.

VI To validate the methodological utility of the framework by means of a subject matter
expert.

VII To recommend sensible follow-up work related to the research carried out during the thesis
which may be pursued in future.

In order to narrow down the scope of the problem considered in this thesis, the following delim-
itations are employed:

Data: Real-world patient data contain markedly sensitive personal and medical information.
Consequently, access to such data sources is often accompanied by various privacy and
ethical challenges. Towards addressing these challenges, synthetically generated patient
data are employed in order to demonstrate the utility of the MediKAL framework. The
data considered in this thesis are synthetic EHR data generated by means of Synthea [284],
an open-source software library capable of generating high-quality, realistic, and historical-
based clinical (patient) records. The medical ontological information employed in this
study is derived from established ontologies, namely: The systematised nomenclature of
medicine-clinical terms (SNOMED-CT) [31] as well as RXNORM [208].

Computational environment: The computational experiments conducted in this thesis are
executed in respect of a 2.3GHz quad-core Intel i5 processor together with 8GB of RAM.
The macOS Ventura 13.4 operating system was employed.

Graph-based analysis: Various graph-based analytical tasks have been proposed in the litera-
ture, namely: Node classification, link prediction, graph classification, and clustering [108].
Link prediction is selected as the principal analytical approach adopted in this thesis as
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it represents an intuitive approach towards inferring clinical decision support. Further-
more, studies in the literature do not address the unified aim of the proposed MediKAL
framework — therefore an opportunity arises in respect of the task of link prediction.
Three of the most popular link prediction paradigms (together with the most prevalent
algorithms therein) are considered, namely: CN-based algorithms, supervised ML classi-
fiers, and GNNs (within the embedding-based paradigm) [298]. Matrix factorisation and
path-based techniques are omitted due to their comparatively limited popularity in the
literature.

1.4 Thesis organisation

In addition to this introductory chapter, this thesis comprises an additional five chapters (to-
gether with a bibliography and an appendix), partitioned into three parts. Part I comprises two
chapters and is dedicated to a thorough review of relevant preliminaries and the literature per-
taining to relevant topics addressed in this thesis. In Chapter 2, fundamental graph, statistical,
and clinical prerequisites that are relevant to the work conducted in this thesis are presented.
First, an overview of graph preliminaries is presented which encapsulates technical background
in respect of the underlying mathematical principles of graphs and certain elementary notions.
Thereafter, statistical testing preliminaries are addressed which includes a brief discussion on
inferential statistical testing and a specific set of non-parametric tests. Lastly, an overview of
relevant clinical prerequisites is presented which pertains to important contextual information
within the clinical domain. A discussion on EHR data is then presented which is followed by a
discourse pertaining to synthetic clinical data generation as well as medical ontology systems.
The notion of clinical KGs is subsequently delineated which includes a discussion on relevant
work within the KG literature. A discussion on formative topics pertaining to ML within a
clinical context are also discussed.

The aim in Chapter 3 is to present detailed discussions on the fundamental concepts pertaining
to the field of link prediction. The chapter opens with an introduction to the contextualisation
of link prediction in a graph-based context which is followed by an elucidation of various link
prediction algorithmic approaches, namely: CN, classifier-, and embedding-based algorithms.
The focus then shifts to a discussion on link prediction in respect of bipartite graphs and KGs,
during which the intricate challenges associated with applying link prediction algorithms to
complex graph structures are discussed. Performance evaluation is then addressed which includes
a discussion on important evaluation metrics and graph data partitioning considerations.

Part II of this thesis pertains to the proposed framework and comprises two chapters, i.e.
Chapters 4 and 5. In Chapter 4, the notion of a framework and its developmental process are first
described. A discussion pertaining to data flow diagrams (DFDs) is then presented, followed by
a discourse on the generic data science paradigm which represents the methodological foundation
upon which the proposed framework is constructed. Related work within the literature is then
presented in respect of similar (albeit slightly tangential) frameworks. Finally, a high-level
overview of the proposed framework is presented, followed by a detailed documentation of the
MediKAL framework’s design in respect of its main functional components and constituent
modules.

In Chapter 5, three distinct computerised instantiations of the proposed framework are addressed
during which the functional working and utility of the framework are demonstrated. The chapter
opens with a discourse pertaining to computational verification in order to establish the func-
tional correctness of the algorithmic approaches employed. Background information pertaining

https://scholar.sun.ac.za



6 Chapter 1. Introduction

to the main clinical (synthetic) data sets under consideration is then presented. Thereafter,
the framework’s implementation is discussed in detail with respect to each component and its
constituent modules. Three different computerised instantiations are carried out, each of which
differs in respect of the data and/or the clinical use case considered. A discourse pertaining to
the framework’s validation by a subject matter expert is then presented.

The final part of this thesis, i.e. Part III, comprises Chapter 6, the bibliography, and an ap-
pendix. Chapter 6 contains a summary of the content covered in this thesis as well as a reflection
on its contributions. Furthermore, a number of suggestions are discussed with respect to possible
follow-up work that may be conducted in order to extend upon the aforementioned contribu-
tions. The bibliography then follows. Finally, in the appendix, additional numerical results are
presented by means of various visualisations.
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The second chapter in this thesis is dedicated to providing the reader with an understanding of
the graph, statistical, and clinical preliminaries that are foundational to this thesis. First, an
overview of graph preliminaries is presented which provides technical insight into the underlying
mathematical principles of various topics pertaining to graphs, such as graph types, graph
representations, graph connectedness, and graph visualisations. The notions of graph databases
and multi-relational graphs are also elucidated. Thereafter, statistical testing preliminaries are
presented in order to expound on its application with respect to the analysis conducted in this
thesis. Lastly, an overview of relevant clinical prerequisites is provided in order to equip the
reader with sufficient domain knowledge. The chapter concludes with a brief summary of its
contents.
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2.1 Graph preliminaries

Graph theory, a prominent sub-discipline of mathematics, is currently an active field of research,
whilst its application-orientated counterpart, i.e. network analysis, is also afforded interest,
especially so in the prior two decades (at the time of writing). The increased popularity of graph-
based approaches may largely be attributed to its applicability to many important use cases in
key scientific domains, e.g. physics, chemistry, psychology, and sociology. Furthermore, certain
problems within the realm of theoretical computer science may also be addressed by means
of graph-theoretic formulations and their subsequent analyses [19, 68]. The representational
capacity of graphs as mathematical constructs is therefore of significant value, as showcased
by its rich history together with nascent advances. The aim in the following sections is to
present a background on the foundational concepts pertaining to graphs, during which important
terminology and mathematical notation are elucidated.

2.1.1 What is a graph?

A graph G represents a finite (non-empty) set of objects called vertices, denoted by V =
{v1, v2 . . . , vn} and a (possibly empty) set of objects called edges, denoted by E [279]. The
cardinality of the vertex set V is called the order of G and is denoted by |V| = n. Each edge
is associated with an unordered pair of vertices, denoted by {vi, vj}, which are called the end
vertices of this edge — an edge therefore joins two vertices, denoted by ek = {vi, vj}, and
the vertices vi and vj are incident to edge ek. Furthermore, the cardinality of the edge set
E = {e1, e2 . . . , em} is called the size of G and is denoted by |E| = m. Two distinct vertices
sharing the same edge are said to be adjacent ; similarly, two edges sharing the same vertex are
also adjacent. Furthermore, two distinct vertices vi and vj are neighbours if {vi, vj} ∈ E [19].
The set of adjacent vertices of a vertex vi in graph G is referred to as the open neighbourhood of
vi and is denoted by NG(vi). The closed neighbourhood of vi corresponds to the set of adjacent
vertices of vi as well as the vertex vi, denoted by NG [vi] = NG(vi)∪{vi}. Each subsequent refer-
ence to the notion of a neighbourhood refers to an open neighbourhood unless stated otherwise.
Moreover, a graph H is a subgraph of graph G if V(H) ⊆ V(G) and E(H) ⊆ E(G) [68].

Graphs are typically depicted as a collection of points, representing vertices, joined together
by line segments, representing edges. An example of such a representation may be observed in
Figure 2.1. An edge with vertex pair {vi, vi}, i.e. the same vertex at both ends of the edge,
is called a (self )-loop. Moreover, a pair of vertices {vi, vj} may be joined by more than one
edge. Such edges are called parallel edges [68]. In Figure 2.1, edge e6 is a loop, whereas edges
e4 and e5 are parallel edges. A graph comprising loops and/or parallel edges is referred to as a
pseudograph. If a pseudograph only contains parallel edges, it is called a multigraph. A simple
graph is defined as a graph containing neither self-loops nor parallel edges [68]. Due to the scope
of this project, only simple graphs are considered.

Figure 2.1: A visual representation of a graph comprising a set of vertices and edges, as depicted by
points and line segments, respectively [19].
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2.1. Graph preliminaries 11

The number of edges incident on vertex vi is referred to as the degree of the vertex vi and is
denoted by d(vi) [68]. A graph is called r-regular if the degree of each vertex in the graph
equates to r [279]. In Figure 2.1, d(v2) = 4. Due to each edge being incident with two vertices,
i.e. each edge contributes two degrees, the sum of the degrees in respect of all vertices in a graph
equates to twice the number of its edges. The average degree of a vertex set is denoted by d̄(V).

2.1.2 Graph types

Graphs can assume a variety of forms, each possessing distinct properties. The simplest mani-
festation of a graph is a so-called trivial graph which is of order n = 1, as seen in Figure 2.2(a).
A complete graph of order n, denoted by Kn, is a graph in which each pair of distinct vertices is
connected by an edge. A complete graph of order n = 5 is presented in Figure 2.2(b). A graph
comprising an empty edge set, i.e. E = ∅, is referred to as an empty graph and is denoted by
K̄n. In Figure 2.2(c), an example of an empty graph is depicted. It is also possible for the edges
within a graph to contain direction.

(a) Trivial graph (b) Complete graph of order n = 5

(c) Empty graph of order n = 25

Figure 2.2: Examples of a (a) trivial, (b) complete, and (c) empty graph.

A bipartite graph is a graph whose vertex set V can be partitioned into two partite sets V1 and
V2, according to which each edge within the graph joins a vertex of V1 to a vertex of V2, as seen
in Figure 2.3. There is therefore no edge between vertices in the same partite set and therefore
the maximum possible degree of a vertex is the number of vertices in the opposing vertex set [34,
279]. The degree centrality of a vertex is a measure of the number of edges incident to a vertex.
Accordingly, in the case of a bipartite graph, the degree centrality of a vertex vi within V1,
denoted by dc(vi), may be expressed as

dc(vi) =
d(vi)

|V2|
, for vi ∈ V1

and similarly for a vertex vj in V2, that is

dc(vj) =
d(vj)

|V1|
, for vj ∈ V2.
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Figure 2.3: A visual representation of a bipartite graph comprising partite sets V1 and V2 [279].

A bipartite graph in which each vertex of V1 is adjacent to each vertex of V2 is called a complete
bipartite graph. If |V1| = r and |V2| = s, then a complete bipartite graph may be denoted by
Kr,s. Moreover, a complete bipartite graph of the form Kn,n is referred to as an n-biclique. In
Figure 2.4, a K3,3 complete bipartite graph (also referred to as a 3-biclique) is presented [279].

Figure 2.4: A visual representation of a complete bipartite graph K3,3, also called a 3-biclique [279].

Another important classification of graphs is a so-called directed graph (or digraph), denoted
by D, which comprises a finite nonempty set of vertices and a set of ordered pairs of distinct
vertices, called arcs or directed edges. The vertex set of D is denoted by V(D), while the arc set
of D is denoted by E(D), such that D = (V, E). Digraphs may be represented diagrammatically
in a similar manner to Figure 2.1 but with the addition of arrowheads indicating directionality.
For example, a line segment with an arrowhead from vertex v1 to vertex v2 corresponds to the
arc (v1, v2). An example of a digraph may be observed in Figure 2.5(a) which is contrasted by
its undirected counterpart in Figure 2.5(b).

(a) D (b) G

Figure 2.5: A digraph D (left) and its undirected counterpart G (right)[19].
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2.1. Graph preliminaries 13

2.1.3 Representing graphs on computers

An effective approach towards representing graphs on a computer is a so-called adjacency matrix.
The adjacency matrix of a graph G of order n, is an n×n binary matrix denoted by A(G) whose
(i, j)-th element equates to one if {vi, vj} ∈ E(G) i.e. A(G)vi,vj = 1, or zero otherwise, for
i, j ∈ {1, . . . , n}. Consider the example graph G graphically illustrated in Figure 2.6(a). The
corresponding adjacency matrix of G is shown in Figure 2.6(b). In the discussions hereafter,
the adjacency matrix is simply denoted by A (unless the context is unclear). An alternative
approach towards representing graphs computationally is a so-called edge list in which each edge
within a graph is represented by its associated vertex pair, i.e. {vi, vj}. The edge list of a graph
may therefore be represented as a column vector containing all adjacent vertex pairs [8]. For
example, the edge list corresponding to the graph in Figure 2.6(a) is presented in Figure 2.6(c).

(a) G (b) A(G)

(c) Edge list

Figure 2.6: A graphical illustration of the different approaches towards representing the graph in (a),
i.e. an adjacency matrix (b) and an edge list (c) [279].

2.1.4 Graph connectedness

An important consideration in graphs relate to the extent to which vertices are (directly or
indirectly) joined by means of interconnecting edges [279]. Practical insight may be inferred
based on the underlying graph’s so-called connectedness. For example, a graph comprising
many interconnecting edges typically corresponds to improved levels of redundancy (within some
network) but also increased cost [279]. Foundational concepts pertaining to graph connectedness
are introduced hereafter.
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Connected graphs

A vi-vj walk in a graph is defined as a finite, alternating sequence of vertices and edges that
starts at the vertex vi and ends at the vertex vj such that each edge is incident with the vertices
preceding and following it within the sequence [279]. It should be noted that a walk can start
and end at the same vertex. Furthermore, it is not necessary for all edges and vertices in a walk
to be distinct. The number of edges in a walk is called the length of the walk [296]. For example,
consider the graph G in Figure 2.7. A v3-v4 walk can be represented by the sequence

v3, v3v2, v2, v2v6, v6, v6v3, v3, v3v4, v4, v4v5, v5, v5v4, v4.

This walk may be expressed in a more compact form (in the case of simple graphs) by omitting
the edges and commas, yielding v3 v2 v6 v3 v4 v5 v4 [279].

Figure 2.7: A simple graph G used to express the notion of a walk [279].

A walk containing only distinct edges is referred to as a trail. If, in addition, all the vertices
within the sequence are also distinct, then the trail is called a path. The aforementioned walk
v3-v4 is not a trail as the edge {v4, v5} occurs twice in the sequence. The sequence v3 v2 v6 v3 v4
is a v3-v4 trail in the graph G, whereas the trail v3 v5 v4 is a v3-v4 path in graph G [279]. A
walk is referred to as closed if it starts and ends at the same vertex, otherwise it is referred to as
open. Two notable types of paths in graph analysis are the Eulerian path and the Hamiltonian
path. In an Eulerian path, each edge is visited exactly once, while in the case of a Hamiltonian
path, each vertex is visited exactly once. A path can be both Eulerian and Hamiltonian [121].
Furthermore, a closed walk in which all the edges are different is called a closed trail. A circuit
is a closed trail containing at least three vertices. Moreover, a circuit in which no vertices, other
than the first and last, are repeated is called a cycle. Based on the aforementioned concepts and
terminology, a graph G is connected if there exists a path in G between any two of its vertices,
otherwise it is disconnected. Disconnected graphs may be partitioned into a number of connected
subgraphs called components, where the number of components of G is denoted by k(G) [68].

For a connected graph G, the distance between two vertices vi and vj , denoted by dG(vi, vj), is
defined as the minimum of the lengths of the vi-vj paths of G. If G is a disconnected graph,
then the distance between two vertices vi and vj belonging to the same component of G is
defined similarly. If the vertices vi and vj do not belong to the same component of G, then
dG(vi, vj) is undefined which may be expressed as dG(vi, vj) = ∞ [279]. Distance may be
further contextualised by means of so-called edge weights which are applicable to weighted1

graphs. Prominent path finding algorithms include Dijkstra’s algorithm [71] and the Bellman-
Ford algorithm [26].

1A weighted graph may be regarded as a generalisation —i.e. if weights are omitted, each edge may be assumed
to have a weight of one.
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2.1.5 Graph databases

A graph database management system, also known as a graph database, diverges from tradi-
tional relational database management systems which utilise data tables. Instead, it employs a
graph data model (i.e. schema2) to store data in the form of vertices and edges, alternatively
referred to as nodes and relationships (or links). A graph data model may be defined as a
high-level graph-based abstraction of the considered problem which defines the type of vertices
and edges that constitute the problem context [239]. Graph databases are typically constructed
in the context of online transactional processing systems which employ create, read, update,
and delete methodologies to execute transactions in respect of the graph database, typically in
real-time [239]. A graph database comprises a single data structure, unlike relational database
management systems which store data in heterogeneous tables. Due to each vertex (or edge)
containing a direct reference to its adjacent vertex (or edge), there is no need for further “join”
operations3, as the data structure is already “joined” by the edges that define it. A significant
advantage that arises from this notion is that there is a constant compute time requirement
involved when retrieving an adjacent vertex or edge — i.e. the time required to carry out a
local read operation at a vertex or edge remains constant irrespective of the size of the graph,
rendering graph databases markedly efficient for analyses [241].

Multi-relational graphs

The field of graphs (or networks) is largely concerned with the development of computational
approaches pertaining to single-relational graphs, in which all edges are homogenous in na-
ture. Real-world systems are, however, often more complex, comprising multiple relationship
types and therefore require a more appropriate representation. One such representation is a
so-called multi-relational property graph which may be defined as a directed, edge-labelled, and
attributed multi-graph4 [241]. Towards representing these heterogeneous relations, the current
edge notation is extended to include an edge type, denoted by τ ∈ R, where R denotes the set of
relations such that {vi, τ, vj} ∈ E which corresponds to an edge of type τ between vertex vi and
vertex vj . Furthermore, an adjacency matrix is defined for each edge type τ , denoted by Aτ .
A multi-relational graph may be summarised by the adjacency tensor5 A ∈ R|V|×|R|×|V| [108].
The vertices of a graph may also be heterogeneous in nature. More specifically, the vertices are
partitioned into multiple disjoint sets, that is V = V1 ∪ V2 ∪ · · · ∪ Vk, where Vi ∩ Vj = ∅ for all
i 6= j, based on inherent characteristic differences [108]. A KG, on the other hand, is a directed
graph in which the vertices represent real-world entities and the edges specifically represent
subject-property-object triplets, expressed as {head entity, relation, tail entity}, i.e. there is a
relation from the head entity to the tail entity. A KG is therefore regarded as an instance of a
heterogeneous graph [40]. An example graph data model of a KG representing the entities and
relations within a film context is presented in Figure 2.8.

2A schema can be defined as the conceptual architecture which details the type of entities within a data store
and the manner in which they are connected to one another [23].

3In the context of conventional relational databases, join operations relate to combining rows from two or more
tables based on a related column between them, thereby connecting data instances that reside in separate tables.

4A graph containing parallel edges and/or self-loops.
5A tensor is a mathematical object that generalises the concepts of scalars, vectors, and matrices
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Actor

Director

Movie

DIREC
TED

ACTED_IN

Figure 2.8: A graphical illustration of a graph data model representing the entities and relations in
the film industry as well as the triplets that these entities and relations convey, i.e. {Actor, ACTED IN,
Movie} and {Director, DIRECTED, Movie}.

2.1.6 Graph visualisations

Graph visualisations can provide qualitative insight into various properties of the considered
graph, e.g. the level (or extent) of connectedness and the presence of communities (or clusters).
Visual legibility in respect of graph visualisations may be expressed by means of so-called aes-
thetic criteria, notable examples of which include minimising edge overlaps, distributing vertices
and edges uniformly, preserving symmetry and fixing edge length [70]. Visualising graphs effec-
tively may be formulated as an optimisation problem in which multiple objectives are considered
and the formulation of decision variables depends on the adopted visualisation approach [70]. A
prominent methodology employed in the domain of graph visualisations is force-based (or force-
directed) layout algorithms which adopt a physics-based approach towards generating graph
visualisations [70]. Accordingly, a graph is expressed as a system of bodies representing the ver-
tices of a graph, with forces acting on these bodies representing the edges. Graph visualisation is
therefore equivalent to finding an equilibrium state for the force-induced system, i.e. positioning
vertices in a graph such that the total force acting on each vertex is zero.

The Kamada-Kawai spring layout algorithm [134] is a popular force-based approach towards
generating graph visualisations. Edges are expressed by means of straight lines while the po-
sitions of the vertices are algorithmically determined [134]. Kamada and Kawai define their
spring model by introducing a dynamic system in which n = |V| particles are defined, pi denotes
a particle corresponding to vertex vi, for all vi ∈ V. By relating the balanced layout of vertices
to the dynamically balanced spring system, the degree of imbalance may be formulated as the
total energy of springs, that is

E =

n−1∑
i=1

n∑
j=i+1

kij(|pi − pj | − lij)2

2
,

where lij denotes the length of the spring between particles pi and pj , calculated by means of
the expression lij = L× dij , where L denotes the desirable length of a single edge in the display
plane and dij denotes the length of the shortest path between vertices vi and vj . Furthermore,
kij denotes the strength of the spring in respect of particles pi and pj , expressed as

kij =
K

d2ij
,

where K denotes a constant that is specific to the system, e.g. a spring constant in a simple
mechanical system. A visually legible layout may therefore be obtained by minimising E.
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Another force-based approach is the method employed by GraphViz [83] which is a popular
graph visualisation library, especially so for large graphs. GraphViz employs dynamic bins (an
extension of Fruchterman and Reingold’s technique [92]) in order to approximate long-distance
repulsive forces, consequently mitigating the computational burden [83]. The original methodol-
ogy proposed by Fruchterman and Reingold is analogous to molecular or planetary simulations,
according to which vertices represent subatomic particles (or celestial bodies), exerting attrac-
tive and repulsive forces on one another which results in particle movement (or displacement).
Each iteration of the algorithm comprises three steps. During the first two steps, the respective
effects of attractive forces and repulsive forces in respect of each vertex are calculated. There-
after, the total displacement of each vertex is constrained by some bound which decreases over
time so as to refine the overall layout of the vertices [92]. A graphical illustration of a force-based
algorithm employed for graph visualisation is depicted in Figure 2.9.
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Figure 2.9: An example of a graph visualisation generated by a force-based algorithm in the context
of a social network. The graph illustrates the interaction patterns among individuals who are segregated
into distinct groups, as denoted by their respective colour designations.

2.1.7 Important graph terminology

Some key, contextual terminology employed in various graph-related discussions throughout this
thesis is now defined.

Structural properties: Innate characteristics, such as degree distribution, component struc-
ture, cyclical patterns, and connectivity within a graph, which may be leveraged in order
to infer underlying patterns and structures that encapsulate the constituent vertices and
edges.

Local information: Structural properties pertaining to an individual vertex and its neigh-
bouring vertices.
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Global information: Structural properties pertaining to sub-graphs and/or the entire graph.

Topology: The general arrangement of vertices and edges within a graph, from which structural
properties may be derived.

2.2 Statistical testing preliminaries

Statistical testing involves carrying out systematic (quantitative) analyses with respect to sample
data in order to draw meaningful conclusions [10]. The aim in this section is to delineate relevant
preliminaries pertaining to the field of inferential statistical testing. In this thesis, inferential
statistical testing is employed to determine whether a significant statistical difference exists in
respect of algorithmic performance data generated during various investigations and comparative
studies.

2.2.1 Inferential statistical testing

Inferential statistical testing represents an effective approach towards drawing inference and
formulating generalisations with respect to a population based on sample data [10]. In order to
accomplish this, hypothesis testing is employed which involves defining a null hypothesis, denoted
by H0, and an alternative hypothesis, denoted by H1 [57]. The null hypothesis, conventionally
assumed to be true, represents the statement of no effect, i.e. no difference between the data
samples. The alternative hypothesis states the contrary, i.e. the presence of an effect (or a
difference) in respect of the data samples. A level of significance, denoted by α, reflects the
level of confidence with which to reject H0 or not. The value of α is compared with a so-called
p-value which is computed by conducting some statistical test. The p-value can be interpreted
conceptually as the probability of being incorrect if the null hypothesis is rejected [57]. Therefore,
if p < α, then H0 is rejected in favour of H1 at a significance level of α.

Parametric statistical tests are often employed to conduct inferential statistical testing, how-
ever, their application is subject to the assumption that the considered data can be described by
means of some specified distribution. Examples of common parametric tests include the paired
t-test [101] which is employed to determine whether there is a statistically significant difference
between the mean of two data samples, while the analysis of variance (ANOVA) test [88] rep-
resents a generalisation of the paired t-test which involves comparing mean differences between
three or more samples. These tests mainly depend on three important assumptions, namely:
(1) Observations (i.e. data instances) must be independent of each other, (2) the residuals (i.e.
differences) should be approximately normally distributed within each sample, and (3) the vari-
ances within each sample should be equal, known as homoscedasticity [88]. Non-parametric
tests, on the other hand, presuppose no assumptions in respect of the underlying distribution.
Non-parametric statistical tests are employed in this thesis due to the lack of consensus in the
literature regarding assumptions that may be made reliably in respect of link prediction algo-
rithmic performance data. Abbas et al. [1] employed the Friedman test [91] to identify whether
or not a significant statistical difference exists between the performance of various link predic-
tion algorithms in the drug-discovery domain. Furthermore, Zheng et al. [322] employed the
Friedman test to determine whether the performance of ML algorithms on imbalanced binary
labelled data differs statistically significantly. The task of link prediction (the focal point in
this study) may be formulated as a binary classification problem (discussed later) which is typi-
cally imbalanced. The Friedman test is therefore selected as the main inferential statistical test
considered in this thesis together with an appropriate post hoc procedure.
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2.2.2 Friedman test

The Friedman test [91] is employed when the assumptions pertaining to normality and ho-
mogeneity of variance are not necessarily met [123]. The null hypothesis H0 asserts that the
difference between all sample median pairs is zero, i.e. they are equal, whereas the alternative
hypothesis H1 asserts that the difference between at least two sample medians is not zero, i.e.
they are not equal. The Friedman test involves converting the data points into Friedman ranks
by sorting the data points in ascending order and subsequently ranking the samples [123].

Once a significant statistical difference is identified by the Friedman test, a post hoc procedure
is employed in order to distinguish between each sample pair. The Nemenyi [209] procedure
employs the Friedman ranks in order to perform two-tailed pairwise significant tests in respect
of all sample pairs, from which the specific sample pair corresponding to a statistically significant
difference can be identified [123]. Zheng et al. [322] employed the Nemenyi post hoc procedure
in order to identify the best performing ML model with respect to imbalanced binary labelled
data.

2.3 Clinical preliminaries

In this section, the reader is provided with an overview of the clinical prerequisites pertaining
to the research conducted in this thesis. First, the reader is introduced to EHRs which include
discussions on their content, purpose, and utility towards providing a comprehensive source of
clinical data for perusal. Synthetic data generation in the clinical domain is discussed thereafter,
followed by an explanation of medical ontologies and their practical value. Lastly, the notion of
clinical KGs is elaborated upon.

2.3.1 Electronic health records

An EHR may be described as a digital repository in which patient data may be stored, securely
exchanged, and accessed by various authorised entities [116]. The data stored within an EHR
conventionally comprise retrospective, concurrent, and prospective patient information with the
purpose of facilitating a holistic approach to patient care [116]. The increasing popularity of
EHRs may be ascribed to an increased availability of (digital) patient data as well as improved
practical and financial efficacy associated with integrating EHRs into existing health information
systems. EHRs also facilitate a change in the perspective from which healthcare treatment is
regarded as a singular doctor-patient relationship to the perspective from which a patient’s care
is deemed a joint responsibility in respect of multiple healthcare practitioners [103]. Healthcare
institutions that typically employ EHRs include hospitals, pharmacies, and general practitioner
surgeries [32].

Typically, a patient’s EHR is frequently updated during each interaction by a healthcare prac-
titioner. Traditional EHR incarnations may be categorised according to time-, source-, and
problem-orientated information, each of which are stored separately [271]. More contemporary
EHR approaches, however, combine these three categories into a single information system.
Time-orientated data are expressed in a chronological format, whereas in the case of problem-
orientated medical records, notes specific to each medical problem encountered by a patient are
recorded individually. Each problem is characterised by subjective and objective information,
relevant medical assessments, and a medical action-plan. Source-orientated records contain in-
formation pertaining to the manner in which the information was obtained. Examples may
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include, consultation notes, lab tests, X-rays, scans, and blood tests [116]. The data within
an EHR are expressed in either a structured format, such as standardised medical codes or
nomenclatures, or in an unstructured format, such as natural language (free-text) data. A list
of popular international terminologies is presented in Table 2.1 which represents structured data
sources for EHRs [116].

Table 2.1: An overview of popular international medical terminology systems employed in EHRs [116].

Component International terminology

Diagnoses International classification of diseases [14]
Procedures Current procedural terminology [240]
Medication Anatomical therapeutic chemical classification index [201]
Pathological findings Systematised nomenclature of medicine [115]
Nursing problems International classification of nursing practice [80]

Information constituting an EHR may include patient demographics, clinical progress notes,
past diagnoses, symptoms, prescribed medications, chronic illnesses, vital signs, immunisations,
laboratory data, and radiology reports, to name but a few [116]. EHRs ought to be regarded
as an integral component towards automating and streamlining the work flow of healthcare
practitioners as it can facilitate a comprehensive analysis and synthesis of a patient’s medical
examination — from which important use cases such as clinical decision support and quality
assurance may be derived [304]. Furthermore, Häyrinen et al. [116] reported that EHRs can
improve the data capturing process of medical information. The scope of their work included
the analysis of 55 journal papers pertaining to the practical implementation of EHRs, from
which it was reported that these dedicated medical information systems result in more accurate
documentation of patient information. The data stored in the EHRs also exhibited greater
accuracy [187], comprehensiveness [253], consistency [192], and reliability [132].

Another advantage associated with EHRs is their facilitation of tasks relating to continuously up-
dating and maintaining a patient’s health record which ensures accurate and efficient healthcare
delivery. EHRs can also be anonymised which permit greater accessibility and, consequently,
improved research in respect of quality improvement [56] and public health surveillance [29].
Moreover, EHRs have been employed in numerous researches studies as a supplementary data
source due to its ability to provide large-scale, historical data on numerous patients [97]. In this
project, the raw data that serves as input for considered case studies represent information that
forms part of an EHR — more specifically, information pertaining to conditions, and prescribed
medication. As alluded to above, EHRs are particularly suitable to the research aim in this
thesis as they encapsulate generic (historical) clinical information rendering it a robust data
source for conducting algorithmic analysis. Data captured within EHRs are therefore employed
towards demonstrating the utility of constructing a KG based on heterogeneous data sources
and subsequently deriving data-driven insights therefrom.

2.3.2 Synthetic data generation

Real-world EHRs comprise highly sensitive and confidential patient information and, conse-
quently, access to these data sources is often accompanied by various challenges. A majority of
real-world clinical data sets are not suitable for immediate use due to the confidential nature
of their contents. The process of distributing such data between the collectors, i.e. health-
care institutions, and researchers requires strict cooperation with government regulations, data
usage agreements, protocols, and ethics approval guidelines [163]. Due to these challenges, re-
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searchers are mostly confined to the analysis of anonymised data sets. Access, however, to
anonymised data sets (the exchange of which is facilitated by governmental institutions com-
mercial corporations, and clinical groups [272]) poses challenges due to privacy, confidentiality,
and consent considerations. Inadvertent disclosure of anonymised data sets can result in the
exposure of individuals to a high risk of identification — multiple cases in which patients have
been re-identified from anonymised data sets have been reported [12, 81, 269]. Consequently,
the number of anonymised data sets available for research is markedly limited which reduces the
scope of research endeavours [284].

In order to circumvent or mitigate the aforementioned issues, researchers have leveraged the
notion of synthetic data generation which involves the application of statistical modelling tech-
niques towards generating synthetic data based on the statistical properties pertaining to real-
world data [99]. So-called realistic synthetic EHRs (RS-EHRs) [284] are considered in this project
due their relevance and accessibility. The manifestation of synthetic data may be described by
means of the following three different forms, namely: Fully synthetic, partially synthetic, and
hybrid [267]. A fully synthetic data set may be described as a data set comprising no affiliation
to or association with any real-world data. These data sets adhere to privacy requirements
but provide limitations in respect of analyses that can be carried out as a result of information
loss [230]. Partially synthetic data, on the other hand, have sensitive data instances replaced
with synthetic versions, however, the (original) data remain somewhat susceptible to reidentifi-
cation in respect of the individuals constituting it [235]. The task of generating hybrid synthetic
data involves employing both real-world data and synthetic data — more specifically, it involves
randomly selecting a real data instance, matching the real data instance to a synthetic data
instance containing similar information, and then synthesising the two instances in order to
generate hybrid data. Although this method is more computationally expensive than its coun-
terparts, it generates superior quality data whilst adhering to privacy control standards [267].

Synthetic clinical data have been employed in different investigations, e.g. simulation and pre-
dictive analytics, algorithmic testing, epidemiological studies, public health research, clinical
IT development, as well as education and training [99]. Amoon et al. [11] employed synthetic
data towards analysing the effect of electromagnetic fields on childhood leukaemia as a result
of residential mobility. Synthetic data have also been employed in analyses that include con-
ducting microsimulations for testing policy options [66, 270], evaluating alternative strategies
for financing clinical care [118], validating simulation models [265], and improving the accuracy
associated with predicting heart disease from various risk factors [9]. Ngufor et al. [212] and
Dhanapal et al. [133] both employed synthetic data to verify the robustness, efficiency, and
accuracy of their respective algorithmic approaches, while Chen [51] employed a publicly avail-
able synthetic medical insurance claims data set to evaluate adifferent algorithmic approaches
towards phenotype discovery, noise analysis, scalability, and constraints analysis. In the case
of epidemiological studies, Cooley et al. [58] employed a synthetic data set towards modelling
the impact of subway travel in respect of transmitting the influenza virus during an epidemic.
Other instances in which synthetic data are employed in the context of epidemiological studies
include epidemiological modelling [114, 303], outbreak detection algorithms [96, 274], as well as
the simulation of public health events and interventions [84].

Popular methods for generating RS-EHRS include Synthea [284], an open-source software pack-
age that generates high-quality RS-EHRS for the purpose of statistical modelling, and MD-
Clone’s Synthetic Data Engine which is a commercial tool that converts real-world EHR records
into synthetic EHRs whilst maintaining the underlying statistical nature of the original data [234].
Although the focus in this thesis is on Synthea, a brief discussion is presented on MD-Clone’s
Synthetic Data Engine.
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In 2020, Reiner et al. [234] conducted a study that involved validating the results obtained
when analysing synthetically generated data by means of MD-Clone’s Synthetic Data Engine.
The study was conducted by developing a comprehensive validation process comprising various
clinical-related questions which was subsequently applied on a variety of data types in order to
assess the accuracy and precision of statistical estimates derived from the synthetic patient data.
Synthetic data were generated for five contemporary studies and covered a variety of topics. The
results obtained on the synthetic data were then compared with those based on real data for each
of the studies. Moreover, the synthetic data sets were generated repeatedly in order to estimate
their associated bias and stability. The results obtained from the synthetic data demonstrated
utility and generalisation capabilities of techniques that are applied to synthetic data, showcasing
that synthetic data represents a suitable alternative to real-world data. MDClone is, however,
limited in that it is not open source, not freely available, and necessitates access to real patient
data as an input. In this thesis, RS-EHR data generated by Synthea [284] and are employed
to construct a clinical KG from which insights can be derived. Synthea is discussed in greater
detail below.

Synthea

In some case, investigations that involve generating clinical synthetic data sets are either too
detailed or too general in scope when attempting to produce RS-EHRS across a variety of
patient and condition types [202]. For example, certain synthetic clinical data sets are based on
markedly specific details which limit their applicability in respect of diverse patient profiles. In
other cases, however, these data sets may be too broad in scope and therefore fail to represent
patient populations accurately. Walonosksi et al. [284] stated that the most notable methods
for generating RS-EHRS (at their time of publication) were limited due to their dependence on
real patient records resulting in reidentification risks. The aforementioned issues contributed
towards the development of Synthea [284]. As alluded to earlier, Synthea is an open-source
software package capable of generating high-quality, realistic, and historical-based synthetic
patient clinical records for the purpose of conducting analyses. The data from which Synthea was
originally constructed pertain to a combination of publicly available clinical and census statistics,
clinical reports, and clinical guidelines. The framework employed by Synthea is derived from
the Publicly available data approach to the realistic synthetic EHR (PADARSER) [77] which
assumes that access to real EHRs is not viable and/or undesirable — it is therefore based on
publicly available data sets for populating the synthetic EHR. The PADARSER framework
employs clinical guidelines and protocols in the form of so-called care maps. Synthetic data
that have inherent and realistic properties are therefore generated which are appropriate for the
context of representing realistic EHRs. The PADARSER framework is presented schematically
in Figure 2.10.

PADARSER compiles public data from clinical incident statistics, clinical practice guidelines,
and medical coding dictionaries in order to adhere to its underlying principle of privacy pro-
tection. The compiled data, to be subsequently extrapolated, serve as input to the generation
process which are applied in respect of each synthetic patient. Input by clinicians and clinical
practice guidelines are employed to develop the caremaps, while state-transition machines are
used to configure temporal models for each patient. Finally, the data are supplemented further
by incorporating regionally prevalent aggregate data sets, as well as additional clinician input,
and clinical practice guidelines, each of which improves the realism of the generated data. The
outcome of the framework, i.e. the RS-EHR, is characterised by sufficiently realistic properties
in order to represent real EHRs at a large and diverse scale, while mitigating the risks associated
with reidentification [284]. While Synthea may be employed for software, testing, validation,
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Figure 2.10: A graphical illustration of the PADARSER framework employed by Synthea (adapted
from [284]).

and algorithm evaluation, it is not yet recommended for fault-less clinical discovery and scien-
tific inference [6], as it does not currently account for variations in healthcare delivery and it
is limited in respect of its heterogeneous clinical outcomes after major interventions [49, 285].
Its main advantage is to facilitate the task of conducting analyses from which actionable insight
may be derived.

2.3.3 Medical ontologies

Medical ontologies may be defined as structured vocabularies that facilitate the task of describ-
ing the meaning of clinical-related data (i.e. its semantics), such that it may be interpreted by
both humans and computational approaches [149]. In particular, medical ontologies describe
concepts such as diseases, medications, proteins, experimental procedures, and surgical proce-
dures, to name but a few. Medical ontology databases are often represented in a data format
called web ontology language [188], however, subsets of these databases may be exported in
formats such as .csv6. The need for medical ontologies may also be attributed to the increas-
ing availability of medical data stemming from high-throughput experimental techniques. The
extent of medical data is further accompanied by the rapid development of new medications
and methods for conducting diagnoses which renders manual data processing markedly chal-
lenging. Although computational approaches may be employed to assist with data processing,
notable challenges accompany them. Medical records often comprise an abundance of natural
language in which different terms are employed to describe the same medical concept, while in
other cases, specific medical terms can have differing meanings depending on nuanced contexts.
Data formats and structures also vary greatly across departments and institutions which hinders
integration. Towards addressing this issue, medical ontologies have been proposed [45].

6A common data format comprising comma-separated values.
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A notable medical ontology is the SNOMED-CT [31] which comprises a hierarchical structure
of clinical terms that may be employed to standardise clinical documentation and reporting.
Approximately 300 000 distinct concepts, each of which can be linked to human-readable de-
scriptions, constitute the SNOMED7 database. Each concept is further linked to synonyms
which in turn are linked to additional descriptions. Concepts are also related to one another
by means of relationships which encode formal definitions of terms and provide their machine-
readable meanings (semantics). A particularly prominent relationship in SNOMED, i.e. the is-a
relation, facilitates the construction of the hierarchy of terminology within the database by link-
ing detailed terms to more general terms (called parents). Medical concepts within SNOMED
are categorised as follows: The term clinical finding/disorder is used to describe observations
and results of patient assessments, procedure is used to describe various medical-related activi-
ties ranging from administrative procedures to diagnostic and surgical procedures, body structure
is used to describe bodily locations, organism represents a hierarchical taxonomy of pertinent
organisms, and, finally pharmaceutical/biologic product represents concepts pertaining to medi-
cations [149].

Another notable medical ontology is RxNorm [208] which provides standard names for medica-
tions with respect to the active ingredient, strength, and dosage, as administered to a particular
patient. RxNorm links both branded and generic clinical drugs to their respective active ingre-
dients and related brand names, providing a holistic representation of available clinical drugs.
Moreover, RxNorm also links its names to various drug vocabularies commonly employed in
pharmacy management and drug interaction software, thereby integrating systems based on
different computerised implementations and vocabularies [198].

2.4 Clinical knowledge graphs

A so-called KG is a type of data model that represents a nascent approach towards abstracting
and expressing clinical-related data, to which various algorithmic techniques may be applied in
order to infer insight. As defined in §2.1.5, KGs comprise subject-property-object triplets which
may be employed in a clinical context to denote relationships between patients and clinical en-
tities, such as symptoms, diseases, lab results, and medications, as well as relationships between
the clinical entities themselves. As an example, consider Figure 2.11 in which numerous vertex
types and directed edge types may be employed so as to model the complexities that manifest
within a clinical context. Furthermore, the triplets are represented by the head vertex, relation,
and tail vertex, for example {Patient, PRESCRIBED, Medication}.

KGs can abstract both data and metadata, as well as complex (and often latent) relationships
embedded within the data which facilitates the extraction of actionable insight from the problem
domain [24, 170, 309]. Nelson et al. [207] showcased the utility of applying KGs to EHR data.
Their methodology involved supplementing KG embeddings (discussed later) with clinical data
which yielded improved performance in respect of predicting the diagnosis of multiple sclerosis
amongst patients using ML. Rotmensch et al. [244] constructed a disease-symptom KG from
EHR data using probabilistic models. The resulting KG, validated in respect of expert physician
opinions, and the analysis thereof showcased that the automated construction of a clinical KG
from EHR data via rudimentary concept extraction is feasible.

Abu-Salih et al. [3] conducted a thorough review of the literature pertaining to KG construction
within the clinical domain in which a comprehensive taxonomy for clinical KGs was proposed.
Furthermore, an exhaustive evaluation of state-of-the art techniques for KG construction in a

7For the sake of simplicity“-CT” is removed.

https://scholar.sun.ac.za



2.4. Clinical knowledge graphs 25

Patient

Condition

Medication

Symptom

AnatomyHAS_CONDITION
HA
S_
SY
MP
TO
M

HAS_ANATOMY

AFFECTS_ANATOMY

INDICATIVE_OF

TREATS_CONDITIONTR
EA
TS
_S
YM
PT
OM

PRESCRIBED

Figure 2.11: An example of a clinical KG schema (data model) comprising various vertex types and
directed edge types. For example, a patient may be presented with a particular symptom, i.e. {Patient,
HAS SYMPTOM, Symptom}, which is indicative of a specific condition, i.e. {Symptom, INDICATIVE OF,
Condition}, and which may be treated by some medication, i.e. {Medication, TREATS SYMPTOM, Symp-
tom}.

variety of clinical contexts was included. The proposed taxonomy, provided schematically in
Figure 2.12, represented a novel contribution to the literature and was developed to improve
the understanding of the emerging field of clinical KGs with respect to its primary components.
The taxonomy also provides a general guideline for constructing clinical KGs by ensuring that
its primary usage, method of knowledge extraction, type of knowledge base, and knowledge
resource, as well as evaluation metrics are each explicitly defined.

In order to construct a KG, entities and relations are first retrieved from the considered data
and subsequently employed to express the vertices and edges, respectively, of the KG. This is
achieved by means of a process known as knowledge extraction — performed at both the entity-
level and the relation-level. Three popular methods for performing entity extraction in respect of
text data are named entity recognition [104] (NER), named entity disambiguation [258] (NED),
and named entity linking (NEL) [257], as reviewed by Al-Moslmi et al. [199]. NER is employed
to identify instances of entities within text data with respect to their associated “factual names”
through either knowledge-based techniques or ML techniques. Knowledge-based techniques rely
on domain-specific knowledge to identify entities, while ML-based approaches leverage annotated
data, partially annotated data, or the data’s structural distribution. In order to distinguish
between ambiguous terms, NEL and its constituent NED process are employed, according to
which NEL involves linking an identified entity to an unambiguous instance of the same entity
and frame it within a fixed context which is facilitated by a KG [3]. Relation extraction, on
the other hand, aims to identify the manner in which two entities (vertices) are related to one
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Figure 2.12: A taxonomy of KG construction in the clinical domain (adapted from [3]).

another. The two approaches for performing this task are global-based relation extraction which
identifies relations across multiple knowledge bases, and local-based relation extraction which
identifies frequent instances of relations from short passages of text [3, 146].

The construction of a KG is further governed by the type of knowledge base employed. Nickel
et al. [214] define two primary knowledge bases, namely: Schema-based approaches and schema-
free approaches. The former type is based on a predetermined ontology schema in which all
possible relations are predefined via a fixed vocabulary, while the latter type is based on open in-
formation extraction strategies that rely on the open access to information (e.g. via the internet)
and therefore follows no predefined schema, an example of which is OpenIE [85]. Schema-based
approaches are further partitioned into bottom-up or top-down approaches. Hybrid approaches
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which combine the aforementioned methods may also be employed to incorporate new infor-
mation into defined ontologies [3, 214]. Abu-Salih et al. [3] describe three types of knowledge
resources for healthcare, namely: Unstructured data sources (e.g. EHRs, medical literature, pa-
tient discharge summaries, radiology reports), semi-structured or tree-structured data sources
such as mark-up based data, and structured databases such as relational databases that are
tabular in nature.

KG evaluation is an important step towards evaluating the quality of the database for a practical
setting [48]. An incomplete or inaccurate KG hinders the evaluation process as considerable effort
is required to compile all factual data for a particular topic. Consequently, numerous efforts have
been made to dynamically update KGs, referred to as KG completion. Furthermore, case studies
and domain experts may also be used to perform evaluation [3, 197, 314]

Related work

KGs are particularly advantageous with respect to processing large amounts of heterogeneous
data — a prevalence in a clinical domain. Prominent uses case to which KGs have been applied
include clinical drug (i.e. medication) studies, medical diseases and disorders, and biomedical
studies [3]. With respect to clinical drug studies, in particular drug discovery, Mann et al. [186]
developed a structured KG containing information in respect of symptoms, drugs, drug interac-
tion, and non-medical information such as drug prices. The aim in the study was to consolidate
information from different open-source drug-related databases into a single KG capable of as-
sisting healthcare practitioners with performing complex queries effectively. For example, users
would be able to find a potential drug for treating a given list of symptoms or disease as well
as retrieve information pertaining to the particular drug’s availability at nearby dispensaries by
querying the KG. In another study, Ye et al. [307] developed a framework for predicting drug-
target interactions8 by combining a KG with a recommender system. The framework learns
low-dimensional representations for the entities within the KG and then applies a so-called
neural factorisation machine to construct a recommender system for facilitating drug-target dis-
covery. Other notable works that employed KGs for drug discovery include Zhang et al. [319] who
employed a KG neural network towards predicting potential interactions of various COVID-19
drugs and Zheng et al. [315] who proposed several representative embedding models that employ
KGs for drug discovery.

KGs have also been employed in tasks that involve investigating the utility of using existing
drugs to treat new diseases, such as COVID-19. The purpose of conducting such research,
often referred to as drug repurposing, is to reduce the time and costs associated with new
drug development [327]. COVID-KG, proposed by Wang et al. [290], is a KG constructed from
heterogeneous data (sourced from relevant sources in the literature) which was then employed
for question-answering and report generation in respect of a drug repurposing case study —
clinicians and medical students validated the output highlighting its informative nature. KGs
have also been employed towards studying adverse drug interactions. Bean et al. [24] constructed
a KG from two drug databases upon which a logistic regression-based predictive model was
constructed in order to predict new adverse reactions. The so-called Tumor-Biomarker KG
proposed by Wang et al. [289] facilitates the discovery of new adverse reactions to drugs as well
as providing an explanation for these reactions based on a KG derived from scientific biomedical
literature.

8The identification of interactions between chemical compounds and the protein targets responsible for diseases
in the human body [246].
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A number of studies have employed KG approaches in respect of diseases. A notable example
is the Health KG Builder framework that was developed by Zhang et al. [320] constructing
a cardiovascular-specific KG from multiple clinical sources such as EHRs, medical standards,
and domain expert knowledge. Malik et al. [184] constructed a KG from both structured and
unstructured data sources of 1 025 patients comprising various concepts and different hierarchical
and non-hierarchical relationships. A knowledge prediction model was subsequently trained on
the KG in order to develop predictive rules for the prediction of subarachnoid haemorrhage.
Choi et al. [55] studied the impact of genes in human disease by applying a convolutional
neural network-based model on a biological9 KG. They then constructed gene-gene interaction
networks for different cancer types and employed graph analysis techniques to identify strongly
correlated cancer genes. Ma et al. [181] addressed the limitations of previous prediction models
in respect of dynamic illness severity data by combining patient status, structured medical
knowledge, and drug usage to predict the trend of sequential organ failure assessment scores using
a temporal convolutional network. Huang et al. [124] constructed a KG by consolidating different
computational approaches pertaining to COVID-19 in which ML was employed to predict new
treatment methods. A study by Yu et al. [310] focussed on chronic disease management and
utilised a KG to develop a platform that can be employed for prescribing improved treatment
and allocation of clinical resources. Huang et al. [125] conducted a study in which they generated
a sub-graph from different knowledge bases10 focusing specifically on major depression disorder.
The purpose of the study was to demonstrate the manner according to which multiple large
and generic KGs can be employed to construct a smaller disease-specific KG, facilitating the
exploration of relationships between different sources.

Zheng et al. [323] constructed a KG comprising more than 500 000 individual connections be-
tween genes, drugs, and diseases. Each entity within the graph contained heterogeneous domain-
specific information such as gene expression, chemical structures, and word embeddings for dis-
eases. The authors further proffered various KG embedding approaches including a GNN-based
method which incorporated both the global graph structure as well as heterogeneous domain
features. In another study, Zhang et al. [321] constructed a KG for the discovery of causal rela-
tionships in biomedicine11. Their approach involved designing a causal event extraction method
using deep learning and then connecting the events to construct a so-called causal knowledge
network. Graph embeddings were then employed to determine feature representations of the
network which were subsequently used to identify casual events. The study revealed that the
casual network is able to discover information pertaining to potential medical causality, thereby
facilitating disease diagnosis and treatment. Liu et al. [172] conducted a study in which a KG
was developed that integrates information pertaining to gut microbiota from medical litera-
ture and medical knowledge bases. The developed KG may be employed for detecting possible
relationships between gut microbiota, neurotransmitters, and mental disorders.

2.5 Chapter summary

This chapter opened with an introduction to the basic concepts and terminology relating to
graphs in §2.1. Important notational conventions along with various diagrammatic examples
supplemented the discussions. Thereafter, a discussion pertaining to the relevant statistical

9The term biological is used to describe KGs that represent data pertaining to biology, such as genes, proteins,
diseases, and their interrelationships.

10A knowledge base (database) is a structured repository of information that captures domain-specific facts,
relationships, and rules to facilitate reasoning and knowledge retrieval [213].

11The branch of medicine pertaining to the application of biological principles to medical research or prac-
tice [175].
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preliminaries was presented in §2.2. In §2.3, a discourse pertaining to EHR data, synthetic data
generation, and medical ontologies was addressed, while in §2.4, clinical KGs were discussed
which represents important background and contextual information for assimilating the work
carried out in the remainder of this thesis.
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Link prediction
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The purpose of this chapter is to provide the reader with an understanding of the fundamental
concepts pertaining to the field of link prediction. The chapter opens with an introductory dis-
cussion on link prediction after which various link prediction algorithms are delineated, namely:
CN-, path-, classifier-, and embedding-based algorithms. Thereafter, discussions on link predic-
tion in bipartite graphs and KGs are presented in order to provide further context with respect
to the challenges of performing link prediction on complex graphs. Performance evaluation in
respect of link prediction is subsequently delineated which includes a discussion on evaluation
metrics and graph data partitioning strategies. The chapter concludes with a summary of its
contents.
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3.1 Overview of link prediction

Link prediction is one of many analytical tasks that may be performed in respect of graphs in
order to derive insight [179]. It aims to identify missing edges or new (future) edges in respect
of non-adjacent vertices within a graph — in the clinical context of this thesis, link prediction
may be performed towards supporting decision making in respect of condition diagnosis (e.g.
to prevent misdiagnosis) or medication prescription (e.g. to suggest medication). Furthermore,
other (unrelated) applications of link prediction include the analysis of user-user and user-
content recommendations [78, 130], the identification of intercity transportation networks [182],
predicting future friendships between individuals in a social network [168], as well as predicting
the geographical dynamics of transnational terrorism [69]. Link prediction therefore represents
a robust foundation from which various analyses may be devised in respect of problem domains
that are characterised by interconnectedness. An in-depth discussion on link prediction now
follows.

3.1.1 Graph-based link prediction

Consider the undirected, unweighted1 simple graph G = (V, E). Let U denote a so-called uni-

versal set which represents the set of all possible edges, therefore a maximum of |U| = |V|(|V|−1)
2

edges can be present, while the set of non-existent edges (i.e. non-adjacent vertex-pairs) is
given by E ′ = U \ E . A link prediction task therefore involves predicting the likelihood that
a non-existent edge in E ′ ought to be present in E [179]. A visual representation of the link
prediction problem is presented in Figure 3.1. Consider the graph G where V = {A, B, C, D, E}
and E = {{A,B}; {A,D}; {D,C}; {D,E}}. The link prediction task involves predicting whether a
non-existent edge, indicated by the dotted lines, is either erroneously missing or is expected to
form (due to temporal reasons). The set of non-existent edges may be expressed as

E ′ = {{A,C}; {A,E}; {B,C}; {B,D}; {B,E}; {C,E}} .

Typically, a link prediction algorithm computes a score, denoted by s(vi, vj), for all {vi, vj} ∈ E ′
which represents an estimation of the likelihood corresponding to each non-existent edge {vi, vj}
in respect of its presence. The calculation of such scores is contingent on the extraction of
informative features in respect of the considered graph. The data-driven nature of link prediction
renders it amenable to various methodological approaches from different computational domains.
A discussion on the most popular approach follows.
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Figure 3.1: A visual representation of the link prediction problem according to which the existence
likelihood of an edge belonging to the set E ′ is to be estimated.

1Unweighted graphs may also be interpreted as weighted graphs for which each edge is assigned a weight of
one.
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3.1.2 CRISP-DM

A typical methodology adopted towards addressing data-driven problems (such as link pre-
diction) involves the six phases of the cross-industry standard process for data mining [140]
(CRISP-DM) methodology which represents a generalised high-level framework governing the
execution of data mining projects (agnostic of industry). The six phases of the CRISP-DM
methodology include business understanding, data understanding, data preparation, modelling,
evaluation, and deployment. A graphical illustration of the CRISP-DM methodology is presented
in Figure 3.2.

Data
preparation

Modelling

Evaluation

Deployment

Data
understanding

Business
understanding

Data

Figure 3.2: A graphical illustration of the six-step CRISP-DM lifecycle [330].

The business understanding phase of the CRISP-DM methodology is concerned with identify-
ing and understanding the business objectives in order to devise and subsequently compile an
appropriate project plan towards realising these objectives [140]. The next phase, i.e. data un-
derstanding, involves initial data collection which ought to be relevant to the business objectives.
This aim in this phase is to gain a thorough understanding of the data which is accomplished
by means of queries and visualisations as well as verifying the quality of the data in terms of
both completeness and relevance.

The data preparation phase of the CRISP-DM methodology involves selecting the data to be
analysed, cleaning these data, and then formatting the data in order to ensure conformity
during the modelling phase [330]. The majority of real-world data sets are often incomplete
and contain various flaws and inconsistencies. Such manifestations can relate to missing or
unrealistic values (e.g. a negative value for a height measurement), corrupt values (e.g. incorrect
text encoding), inconsistent data schemas, outliers, and other irregularities [286]. Missing values
are usually represented as not-a-number values, blank entries, or some type of placeholder. These
missing values may be addressed by means of a so-called imputation method which estimates
suitable replacement values in a structured manner [140]. Popular imputation methods include
assigning a zero value or some global constant to missing data entries. Mean or median value
imputation may be employed for continuous (numerical) data, while modal value imputation
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may be employed in the case of categorical data. Random value imputation and heuristic-based
imputation presuppose certain assumptions based on domain knowledge. An important step of
the data preparation phase involves partitioning the data into a training, validation, and test
set. The training data set is used to train the selected algorithm, whereas the validation set is
typically used to assess and tune different model hyperparameters so as to calibrate algorithmic
performance. Finally, the test set is used to assess the final performance in an unbiased manner
which represents data to which the algorithms have not been exposed [140].

During the modelling phase, one or more link prediction algorithms are selected, after which
various computational analyses are conducted in order to analyse the performance. The selec-
tion of an appropriate algorithm may be based on the homogeneity of the graph data under
consideration as well as the size of the data set in respect of number of instances and dimen-
sionality of features [110]. A taxonomy of link prediction algorithmic approaches that may be
employed during the modelling phase is presented later.

Evaluation and deployment represent the last two phases of the CRISP-DM methodology. Dur-
ing the evaluation phase, the results obtained from the modelling phase are analysed according
to the objectives defined during the business understanding phase. The entire process under-
taken during the first four stages of the CRISP-DM methodology is typically scrutinised in light
of findings that stem from the evaluation phase which may aid in identifying potential areas
of improvement. After evaluation has been conducted, the project either undergoes additional
iterations of the modelling phase before deployment, or the project is deployed without further
iterations. The deployment phase entails planning the activities associated with implementation
and involves closely monitoring these activities in order to track the impact of the data mining
project in a productionised context [330].

3.1.3 Taxonomy of link prediction algorithmic approaches

Various link prediction algorithms have been proposed in the literature — the reader is referred to
the comprehensive overview of Wu et al. [298] for additional perusal. The intuition underpinning
a large number of link prediction algorithms is the calculation of a similarity score between two
vertices which may be used to derive a probability associated with either a link being missing
or a link expected to form between two vertices. These computations are based on feature- and
graph-based (i.e. structural) properties [298]. Algorithmic approaches range from traditional
heuristic-based methods, which involve computing the number of common neighbours shared
between two vertices, to more sophisticated techniques, such as supervised ML algorithms and
network embedding-based methods [298]. A taxonomic overview of prevalent link-prediction
algorithms, which includes CN-, path-, classifier-, and network embedding-based methods, is
presented in Figure 3.3. A discussion on each of these algorithmic approaches is presented
hereafter.

3.2 Common-neighbour based link prediction

CN-based algorithms arguably represent the simplest class of link prediction algorithms. Such
approaches involve the calculation of a similarity score between a pair of non-adjacent vertices
based on localised properties (or features) relating to the specific vertex-pair and its (immediate)
neighbours [155]. Vertex-pairs that have large similarity scores are deemed more likely to have
an edge joining them. After scores have been calculated in respect of all non-adjacent vertices,
the vertex-pairs may be ranked according to similarity scores (typically in descending order)
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Figure 3.3: A taxonomic overview of link prediction algorithms (adapted from [298]).

after which a threshold may be applied to perform link prediction [167]. Similarity scores may
be normalised in respect of a problem-specific or user-defined range, if necessary [93].

Popular common neighbour-based algorithms include CNs [211], Jaccard coefficient (JC) [127],
Adamic-Adar (AA) index [4], preferential attachment (PA) [21], as well as resource allocation
(RA) [326]. The number of CNs between a pair of vertices vi and vj equates to the cardinality of
the intersection between the two vertices’ neighbourhoods. The corresponding similarity score
may be expressed as

sCN (vi, vj) = |N (vi) ∩N (vj)| .

The likelihood of an edge being present between vertices vi and vj is therefore directly propor-
tional to the number of shared neighbours between them. Despite its simple working, the method
of CNs is reported to be effective in respect of different real-world data sets, outperforming other
sophisticated approaches in certain problems [150, 151].

The JC expresses the similarity between vertices vi and vj in respect of the ratio between the
number of CNs and the total number of neighbours in respect of the two vertices. The corre-
sponding expression is

sJC(vi, vj) =
|N (vi) ∩N (vj)|
|N (vi) ∪N (vj)|

.

The JC therefore represents a normalised measure of similarity which increases as the relative
number of common neighbours increase. The AA index represents another extension of the CN
approach according to which a weight is assigned to each common neighbour. The magnitude
of each assigned weight corresponds to the degree of the neighbour, i.e. larger weight values are
assigned to neighbours that have larger degree values. Accordingly, less connected neighbouring
vertices are deemed more informative in respect of inferring potential edges. The AA index may
be expressed as

sAA(vi, vj) =
∑

vz∈N (vi)∩N (vj)

1

log d(vz)
,

where d(vz) denotes the degree of a shared neighbour vz ∈ N (vi) ∩N (vj).

PA is based on the notion that (new) vertices are more likely to join with (current) vertices that
have many connections — i.e. the likelihood of link formation increases as the degree of a vertex
increases [21]. PA may therefore be expressed as

sPA(vi, vj) = d(vi)d(vj).
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PA does not require extensive information with respect to the neighbouring vertices and is
therefore less computationally burdensome.

The RA index originates from the work of Ou et al. [217] which relates to resource allocation
dynamics within complex networks, such as international airport networks and electrical power
grids. The basic working of the RA index may be expressed as follows: Consider two non-
adjacent vertices vi and vj . Suppose vertex vi may send some resources to vertex vj via common
neighbours of vi and vj . The similarity between vertices vi and vj may therefore be computed
as the quantity of resources received by vertex vj from vertex vi (or vice versa) which may be
expressed as

sRA(vi, vj) =
∑

vz∈N (vi)∩N (vj)

1

d(vz)
.

Although the RA index is rather similar to the AA index, a subtle distinction may be made. RA
assumes that the importance of a common neighbour is inversely related to its number of adjacent
vertices, modelling a scenario in which resources are allocated evenly amongst neighbours. The
AA index, on the other hand, reduces the contribution of a common neighbour having many
connections in a more gradual way when compared with RA index, as accomplished by the
log function. The importance of common neighbours having large degrees is therefore scaled
accordingly [179].

3.3 Path-based algorithms

Path-based algorithms involve computing similarity scores by considering existing paths between
vertices. When compared with CN-based approaches, less localised and more global information
pertaining to the graph structure is utilised. These methods are, however, associated with
greater computational complexity and tend to be intractable in respect of large graphs [155].
Three popular path-based link prediction algorithms are discussed, they are Katz index [137],
local path index [178], and average commute time [173].

The Katz index directly aggregates over all paths between vertices vi and vj , the summation
of which is exponentially dampened in order to assign (exponentially) larger weights to shorter
paths [179]. The Katz index may be expressed as

s(vi, vj) =

∞∑
l=1

βl
∣∣∣P l(vi, vj)∣∣∣ , (3.1)

where P l(vi, vj) is the set of paths between vertices vi and vj of length l, and βl denotes the
damping factor for path-weight assignment. In order to improve convergence of (3.1), the
specified damping factor β ought to be less than 1

λ1
but greater than zero, where λ1 denotes the

maximum eigenvalue of the adjacency matrix [137]. The summation over infinite path lengths
corresponds conceptually to identifying all paths up to some practical limit or until paths no
longer exist.

The so-called local path index [178] reduces the computational complexity associated with the
Katz index by only considering paths of lengths two and three which may be expressed as

S = A2 + εA3,

where ε denotes another damping factor (similar to β). For small damping factors, i.e. ε ≈ 0,
the local path index converges to the aforementioned common-neighbour method.
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The average commute time [173] in respect of vertices vi and vj relates to the sum of the average
number of steps from vi to vj , and from vj to vi, which may be expressed by the pseudo-inverse
of the Laplacian matrix. The Laplacian matrix (also called graph Laplacian) may be expressed
as

L = D −A,

where D denotes the so-called degree matrix which may be expressed as the diagonal matrix,
according to which an entry corresponds to

Dvi,vj =

{
d(vi), if vi = vj , or

0, otherwise.

The Laplacian matrix contains important graph properties from which insight may be inferred.
The corresponding expression for average commute time is expressed as

s(vi, vj) =
1

Lvi,vi + Lvj ,vj − 2Lvi,vj
.

3.4 Classifier-based algorithms

ML algorithms may be applied to the task of link prediction, according to which the likelihood (or
score) of a link’s presence is predicted base on different informative features of the non-adjacent
vertices under consideration. In 1959, Arthur Lee Samuel defined ML as the “field of study that
gives computers the ability to learn without being explicitly programmed”[245]. Furthermore,
according to the definition by American computer scientist Tom Mitchell, a computer program
is said to learn from experience E with respect to some class of tasks T , with an associated
performance measure P , if its performance P , in tasks T , increases with experience E [194].
For example, a computer program that seeks to identify images containing people (T ), may
improve its ability to identify such images correctly (P ), by analysing and extracting inferential
patterns from a data set comprising images of people (E). The remainder of this section includes
discussions on the different paradigms of ML with a particular focus on paradigms pertinent to
the analyses carried out in this thesis.

3.4.1 Machine learning paradigms

The realm of ML may be categorised according to four main paradigms, namely: Supervised
learning, unsupervised learning, semi-supervised learning, and reinforcement learning. Each
ML paradigm is distinct in respect of its methodological working and may be applied to a
variety of use cases, depending on the task at hand as well as the nature and extent of the
data available [205]. Due to scope delimitations of this research project (discussed in §1.3), the
focus in this thesis excludes reinforcement learning, however, a discussion thereon is presented
nonetheless.

Supervised learning

In the case of supervised learning, training data comprising input features (representing the
independent variables) and their corresponding (known) output or target features (representing
the dependent variables) are considered [138]. Collectively, the input data together with the
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output data are referred to as labelled data. The aim in a supervised learning task is to ap-
proximate a functional mapping from the independent variables to the dependent variables —
a predictive model that predicts correct outputs based on newly presented input data is there-
fore constructed [159, 205]. Supervised learning may be further partitioned into two main
categories, namely: Classification and regression [18]. In the case of classification problems
(which is the focal point in this thesis), the output domain is categorical (i.e. countable, finite
categories), e.g. customer segmentation and spam detection, whereas regression problems are
characterised by an output domain that is continuous (i.e. real-valued) [126, 205]. Examples
of regression problems include sales and production yield forecasting [205]. Popular supervised
learning algorithmic approaches include linear regression, logistic regression (LR) [28], Poisson
regression [206], Näıve Bayesian (NB) classifiers [237], support vector machines [280], k-nearest
neighbours (kNNs) [141], and decision trees (DTs) [228], to name but a few.

Unsupervised learning

Unsupervised learning involves the analysis of unlabelled data, i.e. data comprising only input
features, the aim of which is to uncover the latent structure within the data and infer actionable
insight from identified patterns [138, 205]. The three main use cases of unsupervised learning
are clustering, dimensionality reduction, and density estimation [205]. Clustering involves cat-
egorising input data into relevant subgroups that maximise (or minimise) some similarity (or
dissimilarity) measure, without stating any prior hypothesis in respect of the subgroups’ charac-
teristics [18]. Clustering methods may provide insight into structural properties of the data so as
to facilitate the data’s analysis (depending on the task at hand). Examples of popular clustering
algorithms include centroid-based clustering [135] algorithms, e.g. k-means clustering [166], and
distribution-based clustering [129].

The number of input features, i.e. the dimensionality of the feature space, is often markedly
large for real-world problem instances, resulting in a large computational burden when attempt-
ing to visualise the data or subjecting the data to certain algorithmic approaches — typically
referred to as the “curse of dimensionality” [18]. Dimensionality reduction transforms a high-
dimensional feature space into one that comprises markedly fewer dimensions (typically two or
three, especially if the task at hand is visualisation) while maintaining a majority of the data’s
information (typically expressed as variance). The removal of uninformative features (or noise)
can improve the performance of supervised learning algorithms in respect of predictive capa-
bility and/or and computational time [18, 205]. Dimensionality reduction may be partitioned
into two distinct categories, namely: Feature selection and feature extraction. The former cat-
egory involves filtering irrelevant (or redundant) features from the data set, whereas the latter
category involves the construction of new, transformed features [154]. Popular dimensionality
reduction techniques include principal component analysis [2], t-distributed stochastic neighbour
embedding [119], and the method of uniform manifold approximation and projection [189].

The aim of the final unsupervised learning use case, i.e. density estimation, involves estimating
some latent distribution, i.e. an underlying probability function [205]. Notable algorithms within
the realm of density estimation include kernel density estimation [242], Gaussian mixture mod-
els [236], and histogram estimation [254]. Density estimation algorithms facilitate an improved
understanding of the data’s inherent structure and characteristic. For example, density estima-
tion is typically employed in anomaly detection for the purpose of identifying data instances
that diverge from an estimated distribution [203]. Moreover, density estimation algorithms can
be employed to generate new, realistic data instances based on the learnt distribution of an
existing data set [232].
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Semi-supervised learning

Semi-supervised learning may be performed in respect of data sets comprising a combination of
labelled and unlabelled data. Typically, the extent of unlabelled data markedly exceeds that of
labelled data which may simply be ascribed to the nature of data collection in general [159]. A
semi-supervised learning algorithm performs either a supervised or unsupervised task. In the
case of a supervised learning task, a distinction may be made between inductive and transduc-
tive learning. Inductive learning involves training an algorithm on a combination of labelled and
unlabelled data so as to perform predictions on new (unseen) data instances that were not part
of the original training dataset [185]. Transductive learning methods, on the other hand, infer
the correct labels for the unlabelled data by incorporating the labelled data. Incorporating unla-
belled data presupposes the presence of relationships in respect of the latent distribution of the
data. Consequently, at least one of the following three assumptions ought to hold true, namely:
Continuity assumption, cluster assumption, and manifold assumption [205]. The continuity as-
sumption assumes that similar data points (in respect of the feature space) are likely to share
the same label. The cluster assumption assumes that data points corresponding to the same
cluster share the same label. It is important to note that the cluster assumption differs from
the continuity assumption in respect of its focus on global structure within the data, whereas
the continuity assumption pertains to the notion of local smoothness within the data. Finally,
the manifold assumption assumes that high-dimensional data can often be expressed by means
of a lower-dimensional representation [205].

Reinforcement learning

Reinforcement learning is a behavioural learning approach that is based on principles similar to
those that underpin human learning [126, 138]. Reinforcement learning comprises three main
components, namely: An agent, an environment, and a set of actions. During each iteration of
the learning process, an agent chooses an action based on the state of the environment, in an
attempt to achieve some pre-defined goal [205]. The agent is then rewarded (or punished) for
the chosen action depending on whether the action results in an outcome that is favourable (or
unfavourable) towards the pre-defined goal. The agent then incorporates this feedback in order
to adjust its decision strategy (i.e. policy) which is repeated until some stopping criteria are
met. The learning process employed during reinforcement learning may therefore be described
informally as a process of trial-and-error. Prominent reinforcement learning approaches include
policy iteration, value iteration, the state-action-reward-state-action algorithm [268], and the
R-Markov average reward technique [328].

3.4.2 Supervised learning link prediction

Link prediction may be formulated as a classification task to which various algorithmic ap-
proaches may be applied, as mentioned in §3.4.1 [113]. Notable examples of classification algo-
rithms that have been applied to link prediction include LR [30], NB [237], kNNs [141], DTs [228],
random forests (RFs) [36], and multilayer perceptrons (MLPs) [195]. More specifically, the link
prediction task is expressed as a binary classification problem in which a data instance corre-
sponds to a pair of vertices and the label of the data instance indicates the presence or absence
of an edge between that pair. The input data to a link prediction task are represented by a
collection of descriptive features for each pair of vertices, denoted by X , while the output data
are represented by labels for each pair of vertices, denoted by Y. Consider the vertex-pairs

https://scholar.sun.ac.za



40 Chapter 3. Link prediction

vi, vj ∈ V, each of which has a label yvivj ∈ Y, or simply yij , such that

yij =

{
0, {vi, vj} /∈ E
1, {vi, vj} ∈ E .

Accordingly, yij = 0 represents a missing edge (negative class) and yij = 1 represents an ex-
isting edge (positive class). Furthermore, each vertex-pair is assigned a feature vector, denoted
by xvivj ∈ X (or simply xij) representing descriptive graph-based properties which may be
categorised as follows: (1) Structural properties of the graph, e.g. vertex degree distribution
and community structure, and (2) feature-based properties which relate domain-specific infor-
mation of the real-world problem itself, e.g. demographic features of individuals in a social

network [27]. Given p features, the feature vector may be expressed as xij =
[
x
(1)
ij x

(2)
ij · · ·x

(p)
ij

]
.

Link prediction (formulated as a supervised learning task) involves predicting the label of neg-
ative instances based on their corresponding input features. This prediction is governed by the
functional mapping

f : X 7→ Y

which is learnt during training. The manner according to which training is carried out depends
on the algorithmic approach adopted. A discussion on popular approaches follows.

Näıve Bayes

The NB classifier is a probabilistic classifier based on the application of Bayes’ theorem — the
assumption of feature independence is therefore of particular importance [237]. The application
of Bayes’ theorem within a binary classification context may be expressed as

P (yij |xij) =
P (yij)P (xij |yij)

P (xij)
, (3.2)

where P (yij |xij) denotes the posterior probability of class yij given input features xij , and
P (xij |yij) denotes the probability of observing the feature vector xij given yij . Feature inde-
pendence, admittedly a näıve assumption of NB, is encapsulated in the following probability
calculation

P (xij |yij) =

p∏
w=1

P
(
x
(p)
ij

∣∣yij) .
One variant of the NB classifier is the Gaussian NB classifier which assumes that the input
features follow a Gaussian distribution, expressed as

P
(
x
(w)
ij

∣∣yij) =
1√

2πσ2y

exp

−
(
x
(w)
ij − µy

)2
2σ2y

 ,

where w ∈ {1, . . . , p}, while µy and σy denote the sample mean and sample standard deviation,
respectively [128]. A notable paper by Liu et al. [174] employed the NB classifier to develop a
link prediction model achieving accurate predictions in respect of nine real-world graph-based
problem instances, thereby showcasing its suitability to the link prediction task. Furthermore,
Raut et al. [231] stated that although NB demonstrated reasonable link prediction results on
real-world data sets, imbalanced datasets present a challenge.
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Logistic regression

LR is a probabilistic, discriminative classifier that employs the logistic (sigmoid) function to
map predicted values to the unit interval. The LR model may be expressed as

P (yij |xij) =
1

1 + exp
(
−
(
β0 + β1x

(1)
ij + . . . βnx

(p)
ij

)) , (3.3)

where β0, β1, . . . , βp are the model coefficients (β0 represents the bias) [131]. Model coefficients
are typically derived by means of the maximum likelihood method which involves finding coeffi-
cient values such that (3.3) is maximised in respect of instances for which yij = 1 and minimised
in respect of instances for which yij = 0. Let o denote the number of training observations. The
corresponding likelihood function may therefore be expressed as

o∏
s=1

P
(
y
(s)
ij = 1|x(s)

ij

)y(s)ij (
1− P

(
y
(s)
ij = 1|x(s)

ij

))1−y(s)ij
,

according to which each observation in the training data set is regarded as a Bernoulli trial.
Upon computing the logarithm the expression

o∑
s=1

log
(
P
(
y
(s)
ij = 1|x(s)

ij

))
+
(

1− y(s)ij
)

log
(

1− P
(
yij = 1|x(s)

ij

))
is obtained.

k-nearest neighbours

The kNN classifier takes as input a positive integer k and an observation xij and identifies
the k closest points to xij according to some adopted distance measure, denoted by N0. The
conditional probability of class yij may be expressed as the fraction of observations in N0 whose
response values correspond to yij , expressed as

P (yij |xij) =
1

k

∑
m∈N0

I (yij) ,

where I(yij) is an indicator variable, according to which a value of one is assigned if yij = 1
or zero otherwise [131]. A notable advantage of the kNN classifier is its simplicity, however, it
is less suited to categorical features or high-dimensionality problem instances [160]. Aouay et
al. [13] employed both topological features and domain-specific features to predict edges within a
co-authorship network for which the kNN algorithm showcased superior predictive performance
when compared with other supervised ML classifiers.

Decision tress

Predictions carried out by means of DTs [228] are based on the derivation of simple decision rules
based on the training data. A DT is constructed through binary recursive partitioning which
involves iteratively splitting the data into partitions based on the most frequently occurring
class within the training observations of that specific partition. In the context of classification
problems, the best split may be determined by employing the Gini index, expressed as

G =

K∑
k=1

p̂mk(1− p̂mk),
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where p̂mk is the proportion of training observations in the mth partition which originate from
the kth class, and K denotes the number of classes, i.e. K = 2 for binary classification [131].
If each value in p̂mk is close to either zero or one, the Gini index has a correspondingly small
value which suggests that the observations contained in partition m may be classified into one of
the K classes with a reasonably high level of confidence. Similarly, the cross-entropy measure,
expressed as

H = −
K∑
k=1

p̂mk log p̂mk,

reflects small values for high-quality splits. Hasan et al. [113] reported that the DT was able
to produce statistically similar results to the best performing classifier algorithms employed in
their link prediction study.

Random forests

RFs [36] are a type of ensemble learning method in which multiple DTs are constructed during
training, each of which is developed from a different (random) sample of the original training
data — a process known as bootstrapped aggregation, or bagging. The bootstrap data sets are
randomly sampled according to a uniform distribution from the original data set (with replace-
ment). In the case of a classification task, the final prediction of the RF model is performed
by means of a majority vote approach in respect of the individual trees, resulting in a robust
predictive model [36]. RFs have been applied to a number of link prediction studies in which
favourable performance is demonstrated [61, 250, 299].

Multi-layer perceptron

An MLP is an architectural manifestation of feed-forward artificial neural networks comprising
at least three computational layers, i.e. an input layer, one/more hidden layers, and an output
layer [195]. The hidden layers are responsible for learning different abstractions within the
data. Their constituent computational modules (called neurons) perform a range of operations
in respect of the input data. In the context of binary classification, the output layer comprises
a single neuron which employs a sigmoid activation function yielding a (probabilistic) value
between zero and one. The output may be interpreted as the probability of an instance belonging
to the positive class which then is subjected to a threshold (e.g. 0.5) in order to obtain a binary
prediction. During training the network’s weights are adjusted algorithmically by propagating
the output error backward through the network in order to determine the extent to which weights
contribute towards the network’s prediction error, a process referred to as backpropagation [195].
The weights are updated in an iterative manner so as to minimise a loss function, typically the
cross-entropy loss in the case of binary classification [100]. Link prediction studies in which
MLP achieved favourable performance include Hasan et al. [113] and Elkabani et al. [82].

3.5 Embedding-based link prediction

In this section, a discourse pertaining to embedding-based link prediction is presented. First,
the field of graph representation learning is introduced which includes an overview of different
problem domains relevant to the field. Thereafter, the mathematical prerequisites pertaining
to graph embeddings are presented which is followed by a discussion pertaining to embeddings
within the context of multi-relational graphs. Lastly, GNNs are explored in greater detail which
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includes a discussion on the specific architectures relevant to the numerical work conducted in
this thesis.

3.5.1 Graph representation learning

The inherent complexity of graph-based data may be ascribed to the relational information
embedded within. The innate non-Euclidean nature of graphs is accompanied by various com-
putational challenges, namely: Conventional distance metrics (employed, for example, to mea-
sure similarity in feature space) are not appropriate, the curse of dimensionality, and sparsity,
to name but a few [44]. Defining rigid structural priors for graph data is challenging due to
the sheer representational capacity possessed by graphs in respect of its topological structure
(defined by the manner according to which vertices are joined by edges) [44]. Consequently,
techniques commonly employed in respect of Euclidean data (e.g. image-based data with spatial
dependencies or tabular data comprising features that are abstracted by means of a traditional
Cartesian coordinate system) are notably ineffective and inefficient when applied to graph-based
data. For example, the neighbourhood structure of each pixel under consideration within an
image is identical, as each pixel is surrounded by a fixed number of neighbouring pixels arranged
in a regular grid. Vertices within a graph, on the other hand, may each correspond to a dis-
tinct neighbourhood structure — i.e. varying in respect of size and the nature of its constituent
neighbours — which renders the task of defining a generalised approach notably challenging.

The aforementioned challenges led to the development of geometric deep learning — i.e. the
application of deep learning2 techniques to non-Euclidean data3. An important component
of geometric deep learning is graph representation learning (GRL) which aims to learn low-
dimensional real-valued vector (i.e. Euclidean) representations, called embeddings, of graph-
structured data [44]. A detailed discussion on embeddings is presented later. The two main
learning tasks within GRL are (1) unsupervised GRL, in which the aim is to learn embeddings
that preserve the structural properties of a graph in respect of its (input) features and (2)
supervised (or semi-supervised) GRL, in which the aim is to learn embeddings in respect of a
particular prediction task. Three popular GRL tasks include node4 classification, clustering and
community detection, link5 prediction, and graph classification [108]. Although the focal point
of this thesis is link prediction, brief discussions are presented in respect of node classification,
clustering (i.e. community detection), and graph classification nonetheless. A detailed discussion
on the task of link prediction is presented later in this chapter.

Node classification

A necessary precursor of a discussion on node classification relates to the notion of a label which
represents some attribute that is assigned to the node (or vertex) [108]. Given a graph G, its
vertex set V, and a set of predefined labels, denoted by L, node classification involves predicting
a label lj ∈ L for some vertex vi ∈ V. Notable practical examples of node classification include
classifying the functions of proteins in a set of molecular interactions within a cell [110] and

2Deep learning represents a prolific solution methodology in the domain of ML [126]. Deep learning ap-
proaches employ large neural networks that learn insightful abstractions within data in an iterative manner. Such
approaches can learn from vast amounts of data effectively. The term deep learning is typically used when artificial
neural networks comprise multiple hidden layers [126].

3Data with an underlying structure that exists in a non-Euclidean space, i.e. the principles of Euclidean
geometry do not apply [39].

4The terms vertex and node are used interchangeably in the literature.
5The terms edge and link are used interchangeably in the literature.
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classifying documents within a citation graph according to their topic [147]. The key difference
between node classification and standard supervised classification is that the vertices in a graph
are not independent and identically distributed (i.i.d.). A fundamental assumption in the case
of most standard supervised classification tasks is that features (defined in tabular format)
are i.i.d [108]. Node classification therefore involves leveraging the relationships (i.e. edges)
between vertices explicitly. A popular approach, as reported by McPherson et al. [190], involves
utilising the sociological notion of homophily which asserts that individuals who share similar
characteristics are often more likely to interact with one another [313]. In the context of graphs,
homophily corresponds to the tendency of vertices to be connected with other vertices that
share the same (or similar) attributes. This notion may be utilised in an algorithmic manner
to perform node classification [324]. Another concept upon which node classification algorithms
is based is structural equivalence, i.e. vertices sharing similar local neighbourhood structures
share similar labels [76]. Another concept relates to heterophily which, contrary to homophily,
asserts that vertices are more likely to be connected to other vertices that do not share similar
attributes, e.g. in the case of a social network, gender-based relations may be described by means
of heterophily [108]. Node classification is conventionally considered a semi-supervised ML task
due to the presence of both labelled and unlabelled data points (vertices).

Clustering and community detection

The task of clustering in respect of graphs (also referred to as community detection in the GRL
literature) is an unsupervised learning task, similar to conventional clustering of tabular data.
A community structure within a graph may be qualitatively defined as the grouping of vertices
in clusters, according to which vertices from the same cluster are joined to one another by many
edges while vertices belonging to different clusters are joined to one another by relatively few
edges [90]. The aim in a graph-based clustering task is to uncover latent community structures
within the graph which may then be leveraged for different analytical purposes [108]. The utility
of clustering and community detection applies to a diverse range of real-world applications such
as the identification of functional modules in genetic interaction networks [5] and the detection
of fraudulent groups of users in financial transaction networks [218].

Graph classification

Graph classification involves performing predictive tasks by considering the entire graph, as
opposed to carrying out tasks in respect of the individual components within a single graph [108].
Graph classification is considered to be similar to conventional supervised learning as each graph
may be considered as an i.i.d. data point with an associated label — the aim during the learning
task is to learn a mapping from the graphs to the labels. Similarly, graph clustering may also be
viewed as an extension of conventional unsupervised clustering. A practical example of graph
classification is the task of predicting a molecule’s toxicity or solubility based on the molecule’s
structure which is expressed by means of a graph-based representation [98].

3.5.2 Graph embeddings

As alluded to earlier, graph embeddings represent a transformation of graph data into a lower-
dimensional continuous vector representation whilst maintaining the essential structural and
feature-based properties that are embedded within the graph — similar vertices (or edges) in
the original graph space should therefore also be “close” (or similar) in the embedding space. The
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general task of constructing a graph embedding is defined as follows. Given a graph G = (V, E)
and a predefined embedding dimension d (where d � |V|), the task of constructing a graph
embedding involves mapping the vertices and edges into a d-dimensional space Rd — formally,
the aim is to approximate a function f : vi 7→ Rd, according to which each vertex vi ∈ V is
mapped to a real-valued vector, denoted by f(vi) = zvi . [52]. These graph embeddings may then
be applied to GRL tasks in order to analyse and derive insights from complex graph-structured
data.

The encoder-decoder perspective

The encoder-decoder framework proposed by Hamilton et al. [109] forms the basis of the graph
embedding discussion presented hereafter. This framework facilitates a standardised interpre-
tation and assimilation of the diverse approaches towards constructing graph embeddings — it
unifies the relevant terminology, concepts, and notations. The encoder-decoder framework dis-
aggregates the GRL problem into two key functional components, namely: An encoder function
which maps each vertex in the graph to an embedding (i.e. the functional mapping accomplished
by f) and a decoder function which transforms the constructed embedding into the original
(structural and feature-based) properties [108]. A simple example of a vertex embedding is
presented graphically in Figure 3.4.

encode vertex decode neighbourhood

z
(embedding)

vivi

vi

Figure 3.4: A simple graphical illustration of the encoder-decoder approach (adapted from Hamil-
ton [108]). The vertex vi is therefore encoded as the embedding zvi by means of the function f , which
is followed by the decoding of this embedding so as to reconstruct the original local neighbourhood of
vertex vi.

Let enc denote the mapping function f defined earlier, i.e.

enc : vi 7→ Rd.

Let dec denote a pairwise decoder which may be expressed as

dec : Rd × Rd 7→ R,

which approximates a (non-negative) similarity measure between pairs of vertices [108]. For
example, a pairwise decoder may be employed to predict whether two vertices are neighbours in
a graph. Consider the pair of vertex embeddings zvi and zvj , corresponding to distinct vertices
vi and vj [109]. The main aim of the encoder-decoder approach is typically to minimise the
reconstruction loss (or error) which may be defined as

dec
(
enc(vi),enc(vj)

)
= dec(zvi , zvj ) ≈ s(vi, vj), (3.4)
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where s denotes some graph-based similarity measure between two vertices of the graph [109].
For example, one may define s(vi, vj) , Avi,vj , according to which nodes are assigned a similarity
score of one if they are adjacent, or zero otherwise. According to standard practice in the
literature [109], the objective of minimising (3.4) may be formulated as the minimisation of an
empirical reconstruction loss, denoted by L, in respect of a set of training vertex-pairs, denoted
by D, yielding

L =
∑

(vi,vj)∈D

`(dec(zvi , zvj ), s(vi, vj), (3.5)

where ` : R× R 7→ R is (typically) a differentiable loss function that measures the dissimilarity
between the decoded similarity score of dec(zvi , zvj ) and the “ground truth” similarity score
of s(vi, vj). The method of stochastic gradient descent is often employed to minimise the loss
defined in (3.5) [109].

A majority of embedding algorithms employ a so-called shallow embedding approach which
may be partitioned into two categories, namely factorisation-based approaches and random walk
approaches. A discussion on each approach is presented hereafter.

Factorisation-based approaches

Matrix factorisation is a technique employed to decompose some factorisable matrix (in this
context, an adjacency matrix) into the product of two lower-rank approximations, the aim of
which is to abstract the properties of the original graph from which potentially informative
patterns and relationships may be inferred. Consider the adjacency matrix A (which comprises
n columns and n rows), matrix factorisation involves finding the matrices J ∈ Rn×d and H ∈
Rn×d, where d denotes the embedding dimension, from which the adjacency matrix ought to
be reconstructed. In the case of non-negative matrix factorisation, J and H are randomly
initialised and iteratively updated so that A ≈ JH> [316]. Depending on the factorisation
approach adopted, each embedding zvi may be derived from the entries of J and/or H, for all
i ∈ {1, . . . , n}. For example, simply calculating the arithmetic mean of the corresponding rows of
J and H. More advanced approaches include weighted averages or non-linear transformations.
The task of decoding graph properties (e.g. local neighbourhood structure) from a vertex’s
embedding may be performed by means of different approaches, two of which are discussed
hereafter, namely: Laplacian eigenmaps [25] and inner-product methods [108].

Laplacian eigenmaps

In the case of Laplacian6 eigenmaps, the decoder function is expressed as

dec(zvi , zvj ) = ||zvi − zvj ||22,

which corresponds to the Euclidean distance between the two vertex embeddings zvi and zvj .
The corresponding loss function may be expressed as

L =
∑

(vi,vj)∈D

dec(zvi , zvj )s(vi, vj), (3.6)

according to which the decoder output and similarity score for vertex-pair vi and vj are simply
multiplied. The intuition is that the minimisation of (3.6) corresponds to learning a decoder
function that ensures similar vertices have embeddings that are close (in Euclidean space) [109].

6The graph Laplacian matrix is derived from the adjacency matrix and the degree matrix (i.e. diagonal matrix
in which each degree entry corresponds to the summation of the relevant row entries in the adjacency matrix) [109].
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Inner-product methods

Inner-product methods are based on a pairwise inner-product decoder which may be expressed
as

dec(zvi , zvj ) = z>vizvj ,

according to which embedding similarity is computed by means of the dot product [108]. Popular
examples of vertex embedding algorithms that adopt the inner-product method include the graph
factorisation algorithm [7], GraRep [42], and HOPE [216]. Each of these approaches employs
an inner-product decoder and a mean-squared error loss function which may be expressed as

L =
1

|D|
∑

(vi,vj)∈D

||dec(zvi , zvj )− s(vi, vj)||22.

The main differences between these approaches relate to the manner in which the similarity
measure is employed. For example, the graph factorisation algorithm expresses the similarity
between two vertices vi and vj in respect of the adjacency matrix, i.e. s(vi, vj) , Avi,vj [7],

whereas GraRep considers various powers of the adjacency matrix, e.g. s(vi, vj) , A2
vi,vj [42].

Moreover, these methods are referred to as matrix-factorisation approaches ascribed to the fact
that their loss functions can be minimised using factorisation algorithms such as non-negative
matrix factorisation (discussed above) and singular value decomposition [108].

Random walk approaches

Conceptually, these approaches approximate vertex embeddings by performing random walks
(i.e. finite, alternating sequences) over the graph and relating embedding similarity based on
similar random walk lengths [108]. Unlike factorisation-based approaches (which mostly employ
deterministic vertex similarity measures), random walk methods utilise stochasticity towards
measuring vertex similarity which has showcased empirical performance improvements [102].
The discussion pertaining to random walk approaches is structured according to the following
popular approaches, namely DeepWalk [222] and node2vec [105].

Perozzi et al. [222] proposed the so-called DeepWalk approach which is based on a generalisa-
tion of language modelling7, the aim of which is to estimate the probability of visiting a vertex
vi given all previous vertices that have already been visited in the random walk. DeepWalk
assumes that the local neighbourhood of a vertex encapsulates sufficient information towards
generating a meaningful embedding. Given a (partial) random walk v1 v2 v3 . . . vi−1, the prob-
ability of visiting vertex vi next may be expressed as

P
(
vi|(v1 v2 . . . vi−1)

)
. (3.7)

In the case of DeepWalk, the transition probability of vertex vi is expressed as a function of the
vertex embeddings preceding it in the walk (i.e. v1 v2 . . . vi−1). Accordingly, expression (3.7)
can be transformed into

P

(
vi|
(
enc(v1) enc(v2) . . . enc(vi−1)

))
.

7Language modelling is the computational task of predicting a sequence of tokens (e.g. words or characters)
based on preceding ones, using statistical and/or ML approaches. The approximation of a language’s probability
distribution enables applications such as text generation, translation, and speech recognition [295].
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The task of constructing an appropriate embedding for vertex vi therefore involves finding the
function enc that maximises

logP
(
vi−w, . . . , vi−1, vi+1, . . . , vi+w|enc(vi)

)
, (3.8)

where w denotes the window size, i.e. the distance traversed by the random walk in respect of
vertex vi [222]. This optimisation problem ought to be extended in terms of calculating (3.8)
for multiple random walks and for all vertices within the graph.

Another embedding approach is node2vec which was proposed by Grover et al. [105]. Similar
to DeepWalk, node2vec also seeks to find an appropriate functional mapping by maximising a
log-probability function that ensures that similar (i.e. neighbouring) vertices have embeddings
that are “close” in the embedding space [102]. The main difference relates to the manner
in which node2vec conducts neighbourhood sampling. As mentioned earlier, vertices within
a network can be similar due to factors such as homophily or structural equivalence. In the
case of GRL, homophily asserts that vertices that share a large number of edges with one
another belong to the same community or cluster and should therefore have similar embeddings.
According to structural equivalence, on the other hand, vertices that share similar structural
properties in terms of their local neighbourhood should also have similar embeddings. Two
different search (i.e. traversal) strategies for sampling neighbourhoods may be adopted, i.e. depth
first search8 (DFS) and breadth first search9 (BFS). In particular, BFS results in embeddings
that correspond closely to structural equivalence due to the search procedure being restricted to
nearby vertices, therefore sampling is locally biased. Conversely, DFS explores local structures
in a more exhaustive manner, obtaining a comprehensive view of a vertex’s neighbourhood which
is essential for identifying homophily within a network [105]. In order to better assimilate the
entire network structure, node2vec employs a flexible and controllable random walk approach
capable of exploring neighbourhoods through DFS and BFS. Consider a source (initial) vertex
s and a random walk of fixed length l. Let vi denote the i-th vertex in the walk, starting with
s = v0. Vertex vi is generated based on the following distribution

P (vi|vi−1 = x) =

{
πxvi
R if (x, vi) ∈ E

0 otherwise
,

where πxvi denotes the (non-normalised) transition probability between vertices vi−1 = x and vi,
while R denotes some normalising constant. A search bias, denoted by αpq(vi, vj), along with the
return parameter, denoted by p, and the in-out parameter, denoted by q, are employed to guide
the random walk. In particular, parameter p determines the probability of immediately revisiting
a vertex in the walk, while the parameter q determines the manner in which neighbouring vertices
are explored — i.e. the search bias αpq(vi, vj), together with parameters p and q, controls the
rate at which the walk explores new vertices and moves away from the neighbourhood of the
starting vertex s.

As presented in Figure 3.5, consider the vertex x, and its neighbours t, v1, v2 and v3, together
with a random walk that has (thus far) traversed the edge {t, x}. The current vertex is therefore
x and the previous vertex is t [105]. The next step in the walk is determined by evaluating the

8DFS involves traversing a graph by selecting a neighbour of some chosen starting vertex s, and then traversing
as far as possible along that path before backtracking [121]. When a so-called dead-end vertex v is reached, the
DFS algorithm backtracks to explore the unexplored edges leaving the vertex from which v was discovered. This
process is repeated until all vertices reachable from s have been discovered.

9BFS involves traversing a graph structure by first exploring all (direct) neighbours of a chosen vertex v, before
exploring all neighbours positioned two edges away from v, and so on [121]. Unlike DFS, the BFS algorithm
progresses without the need of backtracking [117].
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transition probabilities πxvi where vi ∈ {t, v1, v2, v3}. The non-normalised transition probability
may be expressed as

πxvi = αpq(t, vi)wxvi ,

where wxvi denotes the weighting of edge (x, vi)
10 and

αpq(t, vi) =


1
p if dtvi = 0

1, if dtvi = 1
1
q if dtvi = 2

, (3.9)

where dtvi denotes the shortest path between vertices t and vi. A large value for p, i.e. p >
max(q, 1), corresponds to a smaller probability of sampling a previous vertex during subsequent
steps, subject to the assumption that the next vertex in the walk does not have another neigh-
bour. If the value for p is small, i.e. p < min(q, 1), the walk is likely to backtrack which could
constrain the walk in proximity to the starting vertex s. The in-out parameter q enables the
search to differentiate between inward and outward vertices. Consider the example depicted in
Figure 3.5. In the case of large q values, the random walk is biased towards vertices that are
located close to vertex t, akin to BFS, whereas in the case of small q values, i.e. q < 1, the
search is biased towards vertices located further away from vertex t, akin to DFS [105].

x

t

Figure 3.5: An example of the random walk procedure as part of the node2vec algorithm [105].

Limitations of shallow embeddings

Despite successes in recent years [105, 108, 222], shallow embedding approaches exhibit a few
key limitations. One of the main drawbacks is the lack of explicit parameter value sharing
between vertices in respect of the encoder — a distinct embedding vector is created for each
vertex, rendering the learning process computationally demanding. Furthermore, a large num-
ber of shallow embedding approaches do not incorporate vertex features therefore disregarding
information that may potentially enrich the encoding process. Finally, shallow embedding ap-
proaches do not generalise to unseen data instances — its application is therefore limited to
descriptive analyses and not predictive analyses [108].

3.5.3 Multi-relational data

A graph-based representation of multi-relational data, as defined in §2.1.5, comprises edges of
the form {vi, τ, vj} ∈ E , where τ ∈ R denotes the type of edge joining vertices vi and vj . This

10For an unweighted graph wxvi = 1.
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representation is especially applicable to KGs which convey semantics by means of different
relationships [108, 276]. The presence of multiple edge types within KGs presents, however,
a computational challenge. Towards mitigating this pitfall, the decoder is modified so as to
facilitate operation on both pair vertex embeddings and the associated relation type which may
be expressed as

dec : Rd ×R× Rd 7→ R,

according to which dec(zvi , τ, zvj ) may be employed towards determining the likelihood of the
edge {zvi , τ, zvj} being present within the graph [108]. Nickel et al. [215] proposed a generic
modelling approach, called RESCAL, according to which the decoder is expressed as

dec(zvi , τ, zvj ) = zviRτz
>
vj ,

where Rτ ∈ Rd×d is the relation embedding matrix in respect of relation τ ∈ R [215]. The re-
mainder of the discussion on multi-relational decoders is partitioned into two categories, namely:
Translational decoders and multi-linear dot products.

Translational decoders

Translational-based models represent the edges in a graph as translations11 in the embedding
space [108]. A translational decoder approach translates the head vertex embedding zvi accord-
ing to the relation embedding which is followed by the computation of the distance between
the translated head vertex embedding and tail vertex embedding zvj . This type of decoder
approach was first introduced in the TransE model proposed by Bordes et al. [33] and is shown
in Figure 3.6. The decoder employed in the TransE model is defined as

dec(zvi , τ, zvj ) = −||zvi + rτ − zvj ||,

where rτ ∈ Rd denotes the embedding for relation τ .

zvi
zvjr

Figure 3.6: A simple graphical illustration of the TransE model proposed by Bordes et al. [33] which
represents a relation by a translation vector rτ so that the pair of embedded vertices zvi and zvj can be
connected by rτ (adapted from [294]).

The TransE model is arguably simple and, consequently, exhibits limitations. Appropriately,
various extensions have been proposed, namely: TransR [169], TransH [294], and TransA [301].
These extensions perform a linear transformation of the entity (i.e. vertex) embeddings into a

11A translation is a geometric transformation that moves every point (of some object) a fixed distance in a
specified direction [59].
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relation-specific space prior to translation [276]. For example, the TransH model projects the
vertex embeddings onto a learnable relation-specific hyperplane, defined by the normal vector
wr, before translation [108]. The decoder employed in the TransH model is defined as

dec(zvi , τ, zvj ) = −||(zvi −w>r zviwr) + rτ − (zvj −w>r zvjwr)||.

Multi-linear dot products

Multi-linear dot products define decoders by means of generalising the dot-product decoder
from simple graphs. The first (and arguably most simple) approach is called DistMult which
was proposed by Yang et al. [305]. It may be expressed as as

dec(zvi , τ, zvj ) = zvi � rτ � zvj , (3.10)

where � denotes the Hadamard product (i.e. element-wise multiplication). DistMult can, how-
ever, only represent symmetric (undirected) relations which presents a notable limitation with
respect to its application to real-world graphs. Trouillon et al. [277] proposed the ComplEx
model which enhances the DistMult model by employing complex-valued embeddings. The
ComplEx decoder may be expressed as

dec(zvi , τ, zvj ) = <(zvi � rτ � z̄vj ),

where {zvi , rτ , zvj} ∈ Cd are complex-valued embeddings, < denotes the real part of these
complex-valued embeddings, and z̄vj denotes the complex conjugate of the tail embedding. The
complex conjugate of the tail embedding enables the abstraction of asymmetric relations [108].

3.5.4 Graph neural networks

GNNs are deep learning based-models that can be applied in a computationally effective man-
ner to graph structured data [325]. Unlike the aforementioned shallow embedding approaches
that approximate a low-dimensional embedding based on arguably rudimentary features, GNNs
learn representations of graphs by combining graph and feature-based properties by means of
techniques such as feature propagation and aggregation [153]. GNNs are a nascent approach
which have been applied to a variety of real-world use cases, e.g. traffic prediction [312], financial
fraud detection [288], disease prediction [291], and user behaviour analysis [144], to name but
a few. This section is devoted to a detailed discussion on GNNs in respect of their conceptual
working and functional components.

GNN modelling pipeline

In the paper titled “Graph neural networks: A review of methods and applications”, Zhou
et al. [325] proposed a generalised modelling pipeline for the design of GNNs. The pipeline
comprises four primary steps, namely: (1) Identify the graph structure, (2) specify the graph type
and scale, (3) design the loss function, and (4) construct the model by means of computational
modules. A graphical illustration of this generic pipeline may be observed in Figure 3.7.

The first step of the pipeline involves identifying the inherent structure of the graph [325].
The main consideration in this respect relates to the nature of the network12 problem to be

12In this context, network pertains to the real-world problem itself, whereas graph represents the mathematical
abstraction thereof.

https://scholar.sun.ac.za



52 Chapter 3. Link prediction

modelled by the GNN. More specifically, there are two general network problems, namely: (1)
Networks whose innate structure stems from some physical relationship (e.g. physical layout of
a road network or molecular structure of some physical material) or (2) networks that are not
physically bound (e.g. social networks or hierarchical linguistic structures) in which relations
are intangible.

In the case of a graph’s type, different facets constitute the description of a type of graph un-
der consideration, namely: Directed/undirected graphs (§2.1.2), homogeneous/heterogeneous
graphs (§2.1.5), and static/dynamic graphs. Dynamic graphs comprise input features or topolo-
gies that change over time [43]. An example of a graph type can therefore be a dynamic directed
heterogeneous graph, such as a citation graph that connects authors and articles by means of
a “cites” relationship. This graph may therefore evolve over time based on new citation in-
stances. The scale (i.e. in respect of order and size) of a graph is a relative notion as it is
context-specific [325].

Input

GNN
Layer

GNN
Layer
GNN
Layer

GNN
Layer

Skip
Connection

Sampling
Operator

Conv/Recurrent
Operator

Pooling
Operator

Skip
Connection

Output
Node

Embedding

Edge 
Embedding

Graph
Embedding

Loss Function

Training Setting

Supervised
Semi-supervised
Unsupervised
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Node-level
Edge-level
Graph-level

Computational modules

Figure 3.7: A generic modelling pipeline for the design of GNNs (adapted from [325]).

The loss function employed in GNN tasks depends on the type of task to be accomplished as well
as the learning paradigm. Graph learning tasks can be carried out on three levels of abstraction,
i.e. vertex-, edge-, and graph-level [108], as mentioned in §3.5.1. For example, node classification
involves categorising vertices into different classes by assigning labels to them. Edge-level tasks
include edge classification and link (relation) prediction. Lastly, graph-level tasks operate on the
entire graph, examples of which include graph classification, graph regression, and clustering.
Graph learning tasks may be further categorised based on conventional ML paradigms, i.e.
supervised, semi-supervised, and unsupervised, as discussed in §3.4.1.

Finally, the GNN is to be constructed by means of different computational modules [325]. For
example, so-called propagation modules are used to disseminate information between the vertices
of the graph which induces the graph’s representational capabilities in respect of the connected
vertices and resulting structure. The propagation module comprises different convolutional
and recurrent operators which aggregate information from a vertex’s neighbours, while skip
connection operators facilitate the processing of information from prior vertex representations
for downstream processing. A sampling module operator is employed in the case of large graphs
so as to mitigate the computational burden of propagation, whereas the pooling module is
employed to extract information from vertices in order to generate high-level representations of
the vertices.
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Neural message passing

A fundamental principle that underpins GNNs is the notion of neural message passing, according
to which embeddings are propagated and updated between vertices algorithmically [98]. Con-
sider a graph G = (V, E), with vertex-feature matrix X ∈ R|V|×d which contains the vectors
xvi ∈ Rd that are employed when generating vertex embeddings zvi , for all vi ∈ V. Vertex
features may encompass attributes such as, for example, the gene expression levels in biological
networks, the geographic coordinates in transportation networks, and the historical transaction
behaviour in financial networks. During each iteration13, (let k denote the iteration counter),

a so-called hidden embedding of message-passing h
(k)
vi , corresponding to each vertex vi ∈ V, is

updated according to information collected from its neighbourhood N (vi), expressed as

h(k)
vi = UPDATE

(
h(k−1)
vi , AGGREGATE

( {
h(k−1)
vn , for all vn ∈ N (vi)

}))
= UPDATE

(
h(k−1)
vi ,m

(k)
N (vi)

)
, (3.11)

where UPDATE and AGGREGATE are some differentiable functions, and m
(k)
N (vi)

denotes the message
that is aggregated from the neighbourhood structure of vertex vi in respect of the previous
iteration (i.e. k − 1).

During each iteration, the AGGREGATE function receives as input a set of embeddings in respect

of the neighbourhood of vi and subsequently generates a message m
(k)
N (vi)

, i.e. based on the
information collected from the neighbourhood. The UPDATE function then combines the mes-

sage m
(k)
N (vi)

with the previous hidden embedding h
(k−1)
vi , in order to generate the new hidden

embedding h
(k)
vi . The (initial) embeddings at iteration k = 0 are initialised as the input features

of the vertices, yielding

h(0)
vi = xvi , for all vi ∈ V.

After performing a total of K iterations, the vertex embeddings may be expressed as

zvi = h(K)
vi , for all vi ∈ V.

A simple visual representation of the manner in which neural message passing conceptually
operates is depicted in Figure 3.8. A simple graph is illustrated to which a two-layer message
passing GNN model is applied, in which messages from target vertex A’s neighbourhood — i.e.
vertices B,C, and D — are aggregated. The messages that emanate from these neighbours are, in
turn, obtained by aggregating information obtained from their respective neighbourhoods [108].

As the algorithmic procedure progresses, each vertex embedding contains additional informa-
tion, i.e. from vertices located “further” away in the graph. Accordingly, in the first iteration,
each vertex embedding contains information from its immediate neighbourhood which can also
be expressed as its 1-hop neighbourhood. Similarly, in the second iteration, each vertex em-
bedding contains information from the immediate neighbourhood structure of its immediate
neighbours, i.e. its 2-hop neighbourhood. Therefore, after k iterations each vertex embedding
contains information pertaining to its k-hop neighbourhood. The total number of iterations, as
denoted by K, therefore represents the depth of the search. The information extracted from the
neighbourhood structures may also include, for example, traditional metrics such as the degree
of the vertices within the neighbourhood [108].

13In the context of GNNs, the different iterations of message passing are referred to as the “layers” of the
GNN [108].
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Figure 3.8: A simple example depicting the neural message passing in the case of k = 2, as performed
in respect of target vertex A (adapted from [108]).

A standard (i.e. basic) implementation of a GNN is now elucidated which includes mathematical
definitions for the UPDATE and AGGREGATE functions in (3.11). Standard GNN message passing
may be defined as

h(k)
vi = σ

(
W

(k)
selfh

(k−1)
vi + W

(k)
neigh

∑
vn∈N (vi)

h(k−1)
vn + b(k)

)
,

where W
(k)
self and W

(k)
neigh ∈ Rd×d denote trainable parameter matrices corresponding to the vertex

vi and its neighbourhood, respectively. Furthermore, σ denotes an element-wise non-linearity
such as tanh or ReLU, and b(k) ∈ R denotes the bias term, which is often omitted for the purpose
of notational simplicity [108]. The AGGREGATE and UPDATE functions of (3.11) may therefore be
replaced by

AGGREGATE : m
(k)
N (vi)

=
∑

vn∈N (vi)

h(k−1)
vn (3.12)

and

UPDATE
(
h(k−1)
vi ,m

(k)
N (vi)

)
= σ

(
W

(k)
selfh

(k−1)
vi + W

(k)
neighm

(k)
N (vi)

)
, (3.13)

respectively. The matrices W
(k)
self and W

(k)
neigh are henceforth denoted as W (k) for notational

simplicity. Towards simplifying the neural message passing approach, it is common to omit
the UPDATE step by inserting so-called self-loops to the input graph [108]. This self-loop GNN
approach may be expressed as

h(k)
vi = AGGREGATE

({
h(k−1)
vn , for all vn ∈ NG [vi]

})
.

Accordingly, the aggregation is performed over the closed neighbourhood of vi. By employing
this approach, there is no need to define an UPDATE function explicitly as the update is performed
implicitly through the AGGREGATE function. This approach can help mitigate overfitting but also
limits the expressibility of the GNN — no explicit distinction is made between the vertex itself
and its neighbours [108].

Neighbourhood aggregation approaches

One approach towards enhancing the standard GNN model is to consider different aggregation
functions. The simplest aggregation operation corresponds to the summation of the neighbouring
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vertex embeddings (i.e. vector addition), as defined in (3.12). This method is, however, prone to
numerical instability and is sensitive to vertices that have large degrees. For example, consider
vertex vi and one of its neighbours v′i. If |N (vi)| � |N (v′i)|, then it is reasonable to expect that∣∣∣∣∣∣

∣∣∣∣∣∣
∑

vn∈N (vi)

hvn

∣∣∣∣∣∣
∣∣∣∣∣∣�

∣∣∣∣∣∣
∣∣∣∣∣∣
∑

v′n∈N (v′i)

hv′n

∣∣∣∣∣∣
∣∣∣∣∣∣

for any appropriate vector norm || · ||, e.g. Euclidean norm. These large differences may result
in numerical instabilities during the optimisation (training) procedure. A variety of mitigating
strategies have been reported in the literature [108]. A simple alternative approach involves
computing the average neighbourhood vertex embedding which may be expressed as

m
(k)
N (vi)

=
∑

vn∈N (vi)

h
(k−1)
vn

|N (vi)|
.

Furthermore, Kipf et al. [147] employed symmetric normalisation, expressed as

m
(k)
N (vi)

=
∑

vn∈N (vi)

h
(k−1)
vn√

|N (vi)||N (vi)|
,

which was empirically shown to improve convergence. Graph convolution networks (GCNs) [147]
are regarded as a favourable baseline14 GNN model which employs both symmetric-normalised
aggregation and self-loops. Its message passing function may be expressed compactly as

h(k)
vi = σ

W (k)
∑

vn∈N [vi]

h
(k−1)
vn√

|N (vi)||N (vi)|

 .

Despite some improvements to algorithmic convergence, normalisation causes unfavourable in-
formation loss due to the difficulty associated with distinguishing between vertices of different
degrees (and other graph structural features). Normalisation is therefore applied on an ad hoc
basis and is typically deemed more favourable in respect of tasks for which feature information
is prioritised over graph structural information [108].

Update methods

A common issue associated with training GNNs is over-smoothing which refers to the undesired
phenomenon of each vertex embedding converging to a similar expression after several iterations
of message passing — consequently, vertex-specific information is lost. This issue is more preva-
lent in standard GNN models as well as models employing the self-loop update approach. A
solution to this predicament involves so-called generalised update methods.

Upon considering the aforementioned definition of over-smoothing, it is reasonable to assume
that over-smoothing can manifest when the information aggregated from a vertex’s neighbours
tends to dominate the updated vertex representation. Accordingly, the updated vertex represen-

tation h
(k)
vi contains excessive (or a disproportionate extent of) information from the aggregated

messages of the neighbouring vertices. A potential solution involves employing vector concatena-
tions or skip connections, the aim of which is to maintain information from previous iterations of

14An established method against which performance may be compared.

https://scholar.sun.ac.za



56 Chapter 3. Link prediction

message passing explicitly. A simple skip connection update that preserves previous vertex-level
information via concatenation may be defined as

UPDATEconcat

(
h(k−1)
vi ,m

(k)
N (vi)

)
=
[
UPDATEbase

(
h(k−1)
vi ,m

(k)
N (vi)

)
⊕ h(k−1)

vi

]
,

where UPDATEbase is computed by means of (3.13) and ⊕ denotes the concatenation operation,
according to which the output of the base update function is concatenated with the vertex’s
representation obtained in the previous iteration. The aim is to segregate the information, i.e.

to separate the neighbouring vertices m
(k)
N (vi)

from the current vertex representation h
(k−1)
vi .

In addition to skip-connection’s, gating methods are also proposed — their origin stems from
recurrent neural networks [73]. Popular gating methods include the gated recurrent units [54]
and long short-term memory (LSTM) units [255].

Multi-relational GNNs

Graphs that are employed towards modelling real-world phenomena comprise multiple edge and
vertex types, therefore requiring alternative strategies in order to accommodate this type of
data. Early contributions in this regard employed the aforementioned GCN approach [147].
Schlichtkrull et al. [251] proposed the first approach aimed at handling multi-relational data
in their paper titled “Modelling relational data with graph convolutional networks”. Their
approach is commonly referred to as relational graph convolutional networks (R-GCNs) which
modifies the aggregation function so as to incorporate multiple relation types by assigning a
separate transformation matrix for each type of relation. The corresponding computation may
be expressed as

m
(k)
N (vi)

=
∑
τ∈R

 ∑
vn∈Nτ (vi)

W
(k)
τ h

(k−1)
vn

fn
(
N (vi), vn

)
 ,

where τ ∈ R denotes the relation type and vn ∈ Nτ represents the neighbours of vi that are

incident to edges of type τ . Furthermore, W
(k)
τ denotes a learnable weight corresponding to

relation τ and fn denotes a normalisation function over both the neighbourhood of the vertex
vi as well as all the neighbour vn.

GNN architectures

A detailed overview of popular GNN architectures is now presented so as to provide the nec-
essary technical background in respect of these architectures. Each architecture differs with
respect to the manner in which embeddings are learnt from the neighbourhood structure of a
vertex. Different GNN architectures therefore represent different computational means towards
extracting inferential patterns from the considered graph-based data. Furthermore, the utility of
each approach varies amongst different graph problem instances which is indicative of the impor-
tant notion of performance complementarity [108]. Appropriately, the scope in this thesis covers
various popular architectural manifestations — this wide coverage facilitates robust analyses.
The different GNN architectures discussed in this section include GraphSAGE (SAGE) [110],
graph attention networks (GATs) [282], GATv2 [38] and graph transformers (GTs) [87].
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GraphSAGE

SAGE was proposed by Hamilton et al. [110] as a generic inductive framework that effectively
employs vertex feature information to generate vertex embeddings. SAGE therefore proposes
a framework that generalises the GCN approach by employing trainable aggregation functions,
which extend beyond simple convolutions. The SAGE framework includes three aggregator
functions for consideration, namely: Mean aggregator, LSTM aggregator, and a pooling aggre-
gator [110]. The aggregator functions relevant to the numerical work conducted in this thesis
are the mean and max (pooling) operator, therefore the LSTM aggregator is omitted from the
further discussions. The mean aggregator function represents an inductive variant of the GCN
approach [147] and may be expressed as

h(k)
vi ← σ

(
W (k)MEAN

({
h(k−1)
vi

}
∪
{
h(k−1)
vn , for all vn ∈ N (vi)

}))
.

The max aggregator, on the other hand, involves the application of an element-wise max-pooling
operation in order to aggregate information across the neighbourhood set, expressed as

m
(k)
N (vi)

← MAX
({
σ
(
W (k)h(k−1)

vn

)
, for all vn ∈ N (vi)

})
.

Graph attention network

Veličković et al. [282] proposed a novel GNN architecture called GATs which leverages masked
self-attentional15 layers along with multi-head16 [281] attention in order to overcome limita-
tions of previous graph convolution-based methods, such as SAGE. The GAT architecture com-
prises multiple graph attention layers, each containing multiple attention heads, denoted by
t ∈ {1, 2, . . . , T}, operating in parallel. With respect to each attention head, the normalised

attention coefficient α
(t)
vivn , where vn ∈ N (vi), is computed. The attention coefficient α

(t)
vivn indi-

cates the importance of the features of the neighbour vn in respect of vertex vi and is computed
by means of the self-attention mechanism which may be expressed as

α(t)
vivn =

exp
(
LeakyReLU

(
a> [Phvi ⊕ Phvn ]

))∑
vm∈N (vi)

exp (LeakyReLU (a> [Phvi ⊕ Phvm ]))
, (3.14)

where P denotes a trainable weight matrix, a denotes a trainable attention weight vector,
and the embeddings hvi ,hvn , and hvm correspond to previous attentional layer h(k−1) — the
superscript (k − 1) was omitted from (3.14) for the sake of simplicity [108]. Furthermore,
LeakyReLU is a variant of the rectified linear unit (ReLU) activation function. LeakyReLU
outputs a small, non-zero gradient for negative input values, as opposed to the ReLU activation

function which outputs 0 for negative input values [183]. The hidden embedding h
(k)
vi may be

computed by means of the expression

h(k)
vi =

∥∥∥∥T
t=1

σ

 ∑
vn∈N (vi)

α(t)
vivnW

(t)h(k−1)
vn

 ,

15Self-attention is a mechanism that relates different positions within a single sequence in order to compute a
comprehensive representation of the entire sequence. Masked self-attentional layers hide (i.e. mask) subsequent
positions within the sequence to prevent information leakage by ensuring that the current position’s representation
is only affected by representations of preceding positions [281].

16In order to stabilise the learning process of self-attention, Veličković et al. [282] employ multi-head attention
which enables the model to address information from different representation subspaces at different positions
simultaneously.
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where W (t) denotes the weight matrix of the corresponding input linear transformation for each

attention head t and
∥∥T
t=1

denotes the concatenation over the T attention heads [282]. In the
case of the final iteration k = K, concatenation is unnecessary and instead a simple aggregation

(or averaging) operation is employed [282]. The final embedding h
(K)
vi may be expressed as

h(K)
vi = σ

 1

T

T∑
t=1

∑
vn∈N (vi)

α(t)
vivnW

(t)h(K−1)
vn

 . (3.15)

GATv2

Brody et al. [38] proposed GATv2 in order to address certain limitations of the original GAT ar-
chitecture. They reported that the original GAT employs a rudimentary incarnation of attention
(which they called static attention), consequently, they proposed a more expressive form called
dynamic attention. Static attention may be formally defined as follows. Given a (possibly infi-
nite) set of scoring functions F ⊆ Rd×Rd 7→ R which compute static scores for a given set of key
vectors K = {k1, . . . ,kn} and query vectors Q = {q1, . . . , qm}, where m,n ∈ N and K,Q ∈ Rd,
if for every f ∈ F there exists a “highest scoring” key denoted by jf such that for every query i
and key j it holds that f(qi,kjf ) ≥ f(qi,kj). Essentially, if the attention function always assigns
at least as much weight to one key as it does to any other key, then the attention function is
considered to be static. Within the context of graphs, the query vector is the representation
of the current vertex and the key vectors are the representation of its neighbouring vertices.
Brody et al. highlight that the main issue with the standard GAT scoring function, as expressed
in (3.14), pertains to the learned layers P and a being applied consecutively, resulting in their
so-called “collapse” into a single linear layer which is equivalent to a standard linear transforma-
tion. In order to address this limitation (dynamically), layer a is applied after the nonlinearity,
i.e. LeakyReLU, while layer P is applied after the concatenation, thereby transforming (3.14)
into

αtvivn =
exp

(
a>LeakyReLU

(
P [hvi ⊕ hvn ]

))∑
vm∈N (vi)

exp (a>LeakyReLU (P [hvi ⊕ hvm ]))
.

Graph transformer operator

The GT operator [227] is inspired by the unified message passaging model (UniMP) which was
proposed by Shi et al. [260]. UniMP is a novel approach towards addressing the challenge of
combining GNNs and the label propagation algorithm17, both of which are message-passing
algorithms that have performed admirably in semi-supervised classification tasks [110, 329].
UniMP incorporates feature propagation of GNNs with label propagation during training and
inference (i.e. prediction). This is accomplished through the implementation of a GT layer which
employs both feature embeddings and label embeddings as input for performing propagation.
Thereafter, a masked label prediction strategy — which masks (i.e. hides) a random portion
of input labels from which predictive tasks are formulated — is employed in order to mitigate
overfitting when utilising self-loop input label information during the training process. The

17The label propagation algorithm proposed by Raghavan et al. [229] is a time-efficient community detection
algorithm that employs only the network structure to guide community detection. Furthermore, it does not rely
on prior information such as the number, size, or central vertices of communities within the network.
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resulting GT may be expressed as

h(k)
vi = W (k)h(k−1)

vi +

∥∥∥∥T
t=1

 ∑
vn∈N (vi)

α(t)
vivnW

(k)h(k−1)
vn

 .

3.6 Link prediction on bipartite graphs

Kunegis et al. [157] formulated and contextualised link prediction through the lens of bipartite
graphs. It was reported that standard formulations of CN-based approaches (as discussed in
§3.2) cannot be applied effectively to bipartite graphs due to the requirement of triadic closure,
i.e. two non-adjacent vertices that share a common neighbour should permit the formation of
a link between them, as shown in Figure 3.9 [63]. In a bipartite graph, however, vertices are
partitioned into two disjoint sets, and edges can only join vertices from different sets, i.e. no
edges can form between vertices within the same partite set.

Existing edge
Predicted edge

B B

Figure 3.9: The property of triadic closure.

Various approaches have been proposed towards conducting link prediction in bipartite graphs.
For example, Kunegis et al. [157] employed algebraic link prediction methods which are based on
the eigenvalue decomposition of the adjacency matrix, together with the application of spectral
transformation using odd pseudokernels. The odd components of the psuedokernels are employed
due to connected vertices in a bipartite graph having odd path lengths. Other researchers
modified the CN-based methods so as to enable their application to bipartite graphs [46, 63,
300]. Daminelli et al. [63] based their methodology on the principle of quadratic closure which
is analogous to triadic closure but contextualised for bipartite graphs. Notably, Daminelli et
al. define the CNs for two non-adjacent seed18 vertices as the vertices that are involved in all
possible quadratic closures between these seed vertices, as presented in Figure 3.10.

Existing edge
Predicted edge

Partite set B
Partite set A

Figure 3.10: The property of quadratic closure.

Kumar et al. [156] proposed a framework for predicting missing links by converting the bipartite
graph into a monopartite graph using weighted projections after which the potential energy and
mutual information in respect of each vertex-pair in the projected graph are computed. Aziz et
al. [17] defined a local similarity measure for link prediction within in a bipartite graph. The
method extends the concept of local community links (LCL) proposed by Cannistraci et al. [41]
which represents the number of links present in the cohort formed by the neighbours of two
non-adjacent vertices belonging to disjoint sets. Consider the two disjoint sets V1 and V2 of

18The non-adjacent vertex-pair for which an edge is to be predicted.
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a bipartite graph, where V1,V2 ⊂ V and V1 ∩ V2 = ∅. Furthermore, consider the vertices vx ∈
V1 and vy ∈ V2, as well as vi ∈ N (vx) and vj ∈ N (vy). Then the LCL between (non-adjacent)
vertices vx and vy may be expressed as

sLCL(vivj) =
∣∣{{vi, vj} : {vi, vj} ∈ E , vi ∈ N (vx), vj ∈ N (vy)

}∣∣ . (3.16)

The proposed approach by Aziz et al. [17], called path-based resource allocation (PRA), may be
expressed as

sPRA(vi, vj) =
∑

{vi,vj}:{vi,vj}∈E
vi∈N (vx)
vj∈N (vy)

1

|N (vi)||N (vj)|
. (3.17)

Furthermore, Aziz et al. [17] proposed CN-based indices for bipartite graphs based on the work
of Daminelli et al. [63] and Cannistraci et al. [41]. Before elucidating these CN-based indices,
important notation is presupposed, more specifically, let N̂ (vi) denote the set of all neighbouring
vertices of vertex vi’s neighbours. Formally, N̂ (vi) may be expressed as

N̂ (vi) =
⋃

vz∈N (vi)

N (vz).

The CAR index (i.e. the counterpart of CNs) may be expressed as

sCAR(vi, vj) =
∣∣∣{N̂ (vx) ∩N (vy)} ∪ {{N (vx) ∩ N̂ (vy)}

∣∣∣ sLCL. (3.18)

The RA counterpart for bipartite graphs may be expressed as

sRA(vi, vj) =
∑

vz∈{{N̂ (vx)∩N (vy)}∪{{N (vx)∩N̂ (vy)}}

1

|N (vz)|
. (3.19)

The Cannistraci variant of the RA method, called the CRA method, may be expressed as

sCRA(vi, vj) =
∑

vz∈{{N̂ (vx)∩N (vy)}∪{{N (vx)∩N̂ (vy)}}

|γ(vz)|
|N (vz)|

, (3.20)

where |γ(vz)| denotes the number of LCL that originate from vz.

The Cannistraci variant of the AA method, i.e. called the CAA method, may be expressed as

sCAA(vi, vj) =
∑

vz∈{{N̂ (vx)∩N (vy)}∪{{N (vx)∩N̂ (vy)}}

|γ(vz)|
log2 |N (vz)|

. (3.21)

3.7 Link prediction on knowledge graphs

In §2.1.5, the notion of multi-relational data and heterogeneous graphs (of which KGs are a
prominent manifestation) was introduced. These data representations have been afforded more
attention in the literature due to their ability to capture multiple interactions amongst different
entity types, rendering their utility in respect of modelling complex networks (from which com-
plex graphs are derived) justified [293]. The complex and information-rich nature of these graph
structures present notable computational challenges to traditional link prediction approaches.
Wang et al. [293] argue that traditional CN-based approaches can be overly simplistic and
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biased when applied to the homogenous (monopartite) graphs derived from the original hetero-
geneous graphs, as the different vertex and edge types are not abstracted sufficiently. Traditional
methods also place greater emphasis on extracting structural features from vertices and edges,
consequently the high-dimensional KGs cannot be processed effectively. Furthermore, Wang et
al. state that the pairwise computations carried out by traditional methods can be intractable
in respect of large-scale KGs.

Towards addressing this issue, methods such as non-negative matrix factorisation [50], prob-
abilistic latent tensor factorisation methods [95], and learning-based methods [75] have been
proposed in the literature. These methods do, however, have certain shortfalls. For example,
the approaches proposed by Dong et al. [75] and Rosetti et al. [243] depend on domain-specific
features as input to graphs, therefore rendering generalisability to other domains problematic.
These methods cannot incorporate certain content19 features which may result in information
loss [293]. The development of GNNs [249] represents an approach towards addressing these
issues, upon which further extensions, such as GCNs and other prominent architectures such as
SAGE and GATs, introduced in §3.5.4, have been proposed [147].

As mentioned in §3.5.4, Schlichtkrull et al. [251] extended upon the original GCN model and ap-
plied it to heterogeneous graphs by introducing the R-GCN model. Furthermore, the approach
proposed by Wang et al. [293] represents an extension on the original GCN model by identifying
neighbourhood vertices that are structurally more informative with respect to the target vertex
and filtering out redundant vertices. Their approach outperformed a variety of CN-based meth-
ods, classifier-based methods, and the GCN model in respect of four different heterogeneous
data sets, highlighting the potential of GNNs designed specifically for heterogeneous networks.

Zhang et al. [317] introduced the notion of heterogeneous GRL, stating that although notable
progress had been achieved towards heterogeneous graph embeddings and GNNs, only a small
number of these methods consider heterogeneous structural information and heterogeneous ver-
tex features. Appropriately, Zhang et al. [317] proposed the heterogeneous GNN, called HetGNN,
comprising three main phases, namely: Sampling heterogeneous neighbours, encoding heteroge-
neous contents, and aggregating heterogeneous neighbours. First, the model employs a method
known as random walk with restart [37] in order to sample a fixed number of heterogeneous
neighbours for each vertex which is subsequently grouped according to vertex type. Thereafter,
a neural network architecture comprising two modules is employed to perform feature aggre-
gation on the sampled neighbours. The first module generates content embeddings for each
vertex by encoding their respective heterogeneous features. The second module aggregates the
content embeddings of different neighbouring groups (or types). The aggregated embeddings
are combined by an attention mechanism in order to model the importance of the respective
vertex types and obtain the final vertex embedding. Finally, a graph context loss function is em-
ployed together with a mini-batch gradient descent training procedure. The HetGNN model was
subjected to extensive experimental analysis in respect of several data sets — it outperformed
various state-of-the-art baselines with respect to link prediction and vertex classification.

The topic-aware heterogeneous GNN (THGNN) model by Xu et al. [302], on the other hand, in-
volved the application of an alternating two-step aggregation mechanism called intra-metapath20

decomposition as well as inter-metapath integration. This approach facilitates the distinctive
aggregation of rich heterogeneous information according to inferential topic-aware factors and
maintains the hierarchical semantics for learning vertex representations of different types for

19Entities may comprise different feature types, i.e. categorical and/or continuous features. Due to the complex-
ities associated with representing these different features simultaneously, a large number thereof may be removed
when generating heterogeneous graphs, leading to information loss [293].

20In the context of this study, a metapath corresponds to a relation type connecting two entities.
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link prediction. Experimental results in respect of three data sets revealed that the THGNN
model consistently outperformed state-of-the-art baselines.

It is evident that a number of powerful algorithmic approaches have been proposed in the lit-
erature, each with their own computational differences and algorithmic performance in respect
of various data sets. A few noteworthy observations may be gleaned from these studies. Link
prediction problems solved using traditional (i.e. CN) methods limit features to local neigh-
bourhoods, as described in §3.2. Although these approaches are simple to implement, their
sole application does not typically deliver superior performance [180]. In the case of classifier-
based approaches, according to which various vertex features are taken into account together
with structural information, only limited abstractions within the graph data can be learnt al-
gorithmically [180]. GNNs (including extensions for heterogeneous data), on the other hand,
demonstrate enhanced utility in respect of learning complex abstractions within graph data,
taking into account both structural properties and vertex features, whilst utilising powerful
mechanisms (such as attention) and favourable performance scaling in respect of large data sets
comprising many instances.

Graph ML-based disease prediction

Graph ML methods represent an effective approach towards analysing KGs and have been
applied to the clinical domain in various studies, especially so in recent years (at the time
of writing). This trend may be attributed to both the aforementioned increasing popularity
of clinical KGs, and due to the inferential capabilities of the various algorithmic approaches
that may be considered. Lu et al. [176] conducted a review on studies from 2015 to 2022 that
implemented graph ML techniques to perform disease prediction in respect of EHR data. In
particular, Lu et al. classified the disease prediction problem in graphs as a node classification
task or a link prediction task.

With respect to node classification tasks, Liu et al. [171] proposed a novel temporal graph in
which they considered patient event sequences (e.g. clinical notes, symptoms, medications, vital
signs, laboratory reports) that were extracted from EHR data — it formed the basis for per-
forming downstream predictive tasks. The approach was subsequently validated by performing
two prediction tasks, i.e. predicting the onset risk of heart failure and predicting the risk of
heart failure related hospitalisation in patients with a chronic obstructive pulmonary disease
pre-condition. The results of the study showcased that diagnosis prediction experiences signifi-
cant improvement as a result of the implementation of the proposed approach. Khan et al. [145]
employed ML classifiers to predict the risk of type 2 diabetes on a disease network based on
comorbid conditions of 4 600 patients. Various graph related features were derived from the
graph which then served as input to the predictive models. In a similar study, Lu et al. [177]
constructed a graph comprising clinical conditions for a group of patients diagnosed with type-
2 diabetes. Socio-demographic information, behavioural characteristics and network features
were employed in ML models such as LR, kNNs, NBs, DTs, and RFs towards predicting chronic
disease risk in patients.

Predicting disease interactions in complex networks through means of a link prediction approach
is becoming increasingly significant and challenging [176]. A study by Davis et al. [64] employed
a collaborative filtering approach to predict the most significant diseases that each patient is
likely to contract based on personal medical history and that of similar patients. The model
developed for the study employed medical ontology codes as the basis for the predictions and
is regarded as the first study to employ collaborative filtering in this context. Wang et al. [292]
conducted a similar study in which they investigated the task of performing multiple disease
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risk prediction for patients in a post-discharge context. Their proposed framework combined
a directed disease network containing temporal aspects together with recommendation system
techniques to compute a disease-risk score for patients. Del Valle et al. [67] applied a path-
based random walk approach, called metapath2vec [74], to a heterogeneous disease-symptom
network to predict disease comorbidities. The results obtained from their study were supported
by medical literature and showcased improved performance when compared to similar studies
based on biological data.

GNNs in the clinical domain

GNN models have achieved excellent performance in a variety of domains due to their ability
to extract features based on the network structure of the data, thereby facilitating automated
feature extraction as opposed to relying on manually computed graph connectivity information.
Furthermore, unlike shallow embedding methods, GNNs can generate embeddings in respect of
unseen data [108, 176]. Sun et al. [266] achieved state-of-the-art performance with respect to the
node classification task using GNNs. They argued that existing disease prediction approaches,
which are based on sequential EHR data, are unable to generalise to new patients without his-
torical EHR data, reducing their practical feasibility. In order to address this, they proposed a
GNN based model which augments and supplements EHR data with medical knowledge from
external sources and subsequently learns vertex embeddings for patients, diseases, and symp-
toms. The proposed neural graph encoder showcased the ability to infer embeddings for new
patients based on the symptoms reported in their EHRs — enabling accurate prediction of both
general and rare diseases.

Wang et al. [287] proposed a clinical data model which integrated multiple genomic data and
clinical data based on a GCN to predict cancer survival and showcased improved results when
compared with previous works. Similarly, Gao et al. [94] presented a framework that employed
GNNs towards predicting cancer survival using embeddings obtained from a bipartite graph
containing patient and multimodal data. Wang et al. [291] conducted a link prediction task
on a patient-disease bipartite graph comprising 750 000 patients and 42 unique conditions for
clinical risk prediction. A GCN was employed to learn a vertex’s representation based on its
neighbourhood structure and showcased improved performance when compared with baseline
techniques.

Lu et al. [176] concluded that GNN-based methods achieve superior performance when com-
pared with the shallow embedding approaches for disease prediction. The number of published
studies employing GNNs for disease prediction have also increased over recent years (at the time
of writing). GNNs, according to Lu et al. [176], have proven to be effective in modelling disease
prediction, exhibiting improved performance in respect of a variety of experimental outcomes
when compared with alternative approaches. Parshotam and Nel [219] conducted a compre-
hensive evaluation of four different GNN architectures, namely: SAGE, GAT, GATv2, and the
GT operator. The link prediction task conducted in their study involved the prediction of new
edges between patient and condition vertices. The study compared the performance of the GNN
architectures with respect to both scale (i.e. different data set sizes) and complexity (i.e. in-
creased heterogeneity of vertex and edge types). The GATv2 and GAT architectures consistently
outperformed their counterparts with respect to their link prediction performance on the four
graphs employed in their study.
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3.8 Performance evaluation

The performance evaluation of an ML algorithm typically comprises two main components, i.e.
evaluating the ML algorithm’s performance with respect to the training and validation data
sets, after which the ML algorithm’s performance is evaluated with respect to unseen (hold-out)
data. Evaluating an algorithm’s performance with respect to the training set provides some
insight into the extent to which the informative patterns and abstractions within the training
data have been inferred. Training performance alone may not necessarily provide an accurate
representation of the algorithm’s generalisation capabilities. Appropriately, the algorithm’s
performance is evaluated with respect to unseen (i.e. testing) data which provides a more robust
and unbiased measure of the model’s performance.

A validation set may be employed (prior to testing) as a proxy for evaluating generalisation
capabilities. Three popular approaches are employed in respect of the validation data set,
namely: k-fold cross-validation [263], bootstrapping [79], and regularisation [275]. In the case
of k-fold cross-validation, the training set is partitioned into k subsets, also called folds, and k
training iterations are carried out. During each training iteration, the algorithm is trained using
k − 1 folds, while the remaining fold is employed for validation purposes. An example of k-fold
cross-validation, for which k = 5, is illustrated in Figure 3.11. The performance of a model
is then determined by computing the average performance over all k folds, providing a more
robust performance evaluation. Bootstrapping, on the other hand, involves randomly sampling
the data with replacement for k iterations and then calculating the average performance of the
model over the k iterations. Finally, a validation set can also be employed for regularisation
purposes, according to which the training process is terminated once validation performance
decreases even though training performance might continue increasing [138, 330].

Iteration 1

Iteration 2

Iteration 3

Iteration 4

Iteration 5

Validate Train Train Train Train

ValidateTrain Train Train Train

ValidateTrainTrain Train Train

ValidateTrain TrainTrain Train

ValidateTrain Train TrainTrain

Validate

Validate

Validate

Validate

Validate

Figure 3.11: A graphical illustration of k-fold cross-validation where k = 5 [330].

Algorithmic performance may be contextualised by means of a so-called goodness-of-fit (GOF)
test which provides an indication of a model’s ability to replicate the observations within the
training set. A GOF test may be described by means of two concepts, namely: Overfitting
and underfitting. Overfitting corresponds to the algorithm memorising the training data set as
opposed to learning an adequate (latent) representation of the data — the algorithm therefore
performs well with respect to the training set, but poorly with respect to the validation and
test set [138, 286]. This phenomenon can be ascribed to the algorithm possibly abstracting
noise as actual patterns within the data, resulting in errors of variance21. Underfitting, on the
other hand, relates to the algorithm performing poorly with respect to both the training and
validations sets, suggesting errors of bias22 in the algorithm. Overfitting, as illustrated in Fig-
ure 3.12(a), often corresponds to overly complex algorithms memorising instances within the

21Variance relates to errors caused by fluctuations within the data [330].
22Bias relates to errors caused by incorrect model assumptions [330].
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training set whereas underfitting, as illustrated in Figure 3.12(c), often corresponds to overly
simplistic algorithms that cannot abstract the complexity embedded within the training data
due to representational inabilities. The so-called bias-variance trade-off ought to be consid-
ered when selecting an appropriate algorithm, in order to deliver performance akin to that of
Figure 3.12(b) [330].

(a) Overfitting (b) Appropriate model (c) Underfitting

Figure 3.12: A graphical illustration of the bias-variance trade-off, i.e. a model that is (a) too complex
or (c) too simplistic for the given data results in inferior performance. An appropriate model (b) results
in suitable performance.

3.8.1 Evaluation metrics

Evaluation metrics quantify algorithmic performance from which inference can be drawn into
the efficacy of the modelling approach adopted. The nature of the problem to be solved (as part
of the data mining process) can provide some insight into the type of evaluation metrics that
should be considered, the most common of which are accuracy, precision, recall, F -score, and
the area under the curve (AUC) of a receiver operating characteristic (ROC) curve (denoted
by AUROC) as well as the area under the precision-recall curve (denoted by AUPRC). In the
case of binary classification problems, algorithmic performance can be gleaned from a confusion
matrix, as shown in Figure 3.13.

Figure 3.13: A confusion matrix for a binary classification problem in which an entry in the first row
and first column corresponds to correctly classified positive (+) class instances, while an entry in the
second row and second column corresponds to the correctly classified negative (–) class instances.

The confusion matrix provides two classification errors, namely: False positives (FP) which
correspond to negative instances that have been erroneously classified as positive instances, and
false negatives (FN) which represent positive instances that have been erroneously classified as
negative. FPs and FNs are also referred to as Type 1 and Type 2 errors, respectively. True
positives (TP) represent positive observations that have been correctly classified as positive,
while true negatives (TN) refer to negative instances that have been correctly classified as
negative. A variety of metrics, such as accuracy, precision, recall, and F -score may be computed
in respect of this confusion matrix. Accuracy is defined as the proportion of correctly classified
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instances in respect of both the positive and negative classes, expressed as

TP + TN

TP + TN + FP + FN
.

Accuracy is often deemed inadequate due to its inefficacy in respect of imbalanced (i.e. skew)
data sets [330]. Precision, on the other hand, is the proportion of correctly classified positive
observations with respect to the total number of observations that are classified as positive,
expressed as

TP

TP + FP
.

Recall is the proportion of correctly predicted positive observations with respect to the total
number of positive observations which may be expressed as

TP

TP + FN
.

Lastly, the F -score denotes the harmonic mean between precision and recall. The value of the
F -score ranges between zero (worst) and one (best) and can be computed by means of

2
1

Precision + 1
Recall

.

The AUROC is a popular approach when dealing with class imbalance as it provides a more
robust measure of the extent to which an ML algorithm can correctly distinguish between the
positive and negative observations [138]. It is important to note that AUROC is threshold23

independent, as it considers all thresholds between zero and one. An ROC curve represents the
true positive rate (TPR) plotted against the false positive rate (FPR), where

TPR =
TP

TP + FN

and

FPR =
FP

TN + FP
.

The TPR is therefore identical to recall. Three distinct ROC curves are presented in Figure 3.14.
ROC1 represents the most desirable case, according to which the algorithm can perfectly dis-
tinguish between the positive and negative observations — the corresponding AUROC value
equates to 1. ROC3 is equivalent to random guessing and has an AUROC of 0.5. The model is
therefore unable to distinguish between the positive and negative observations reliably. ROC2
represents a classifier for which performance is deemed to be intermediate, i.e. between the
perfect classifier, ROC1, and random guessing, ROC3 [140].

The AUPRC evaluates the performance of a classification algorithm by calculating the area
under the precision-recall curve. The precision-recall curve is obtained by plotting precision
(the proportion of true positive predictions among all positive predictions) against recall (the
proportion of true positive predictions among all actual positives). Similarly, AUPRC is also
threshold independent [65]. The AUPRC metric is particularly beneficial in respect of problems
for which the positive class is under-represented (as is the case with link prediction) — this may
be ascribed to AUPRC’s greater bias towards the positive class when compared with AUROC.
Yang et al. [306] conducted a comprehensive investigation of link prediction methods in which
experimental analysis revealed that the precision-recall curve and AUPRC are considered more
robust estimators of performance in link prediction tasks.

23A threshold may be defined as a set point representing the boundary for classifying predicted probabilities
(or scores) into either positive or negative observation labels, i.e. probabilities (or scores) greater than or equal
to the threshold are classified as a positive observation, whereas probabilities (or scores) less than the threshold
are classified as a negative observation.
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T
P
R

FPR

ROC1

AUC

0

1

1

ROC2

ROC3

Figure 3.14: Plots of three distinct ROC curves illustrating the ideal performance ROC1 (blue), average
performance ROC2 (green), and inadequate performance ROC3 (purple) [330].

3.8.2 Graph partitioning

Different methodologies for partitioning graph data into training, validation, and test sets are
now elucidated. The methodologies employed for partitioning graph data depend on the applied
link prediction algorithmic approach. Three main approaches are discussed, namely: Traditional
methods (relating to CN and path-based methods), classification based-methods, and GNNs.
In respect of each of these methods, partitioning is performed either randomly or temporally
(depending on the problem context).

Traditional methods

The approach adopted towards conducting performance evaluation of traditional link prediction
methods with respect to the aforementioned metrics (which require positive and negative obser-
vations) is now elucidated. Towards this end, positive observations and negative observations
are to be generated — recall that positive observations correspond to existing edges and negative
observations correspond to non-existent edges.

Consider the graph G = (V, E). First, a set of negative observations, i.e. non-existent edges
corresponding to the set E ′ = U \ E , are generated (typically referred to as annotation). The
set of existing edges E (i.e. positive observations) is subsequently partitioned into two disjoint
sets, namely: A training set ET and a probe set EP — the probe set serves as the set of positive
observations which have been removed for computational purposes. An adjacency matrix A is
constructed in respect of the training set, expressed as

Avi,vj =

{
0, {vi, vj} /∈ ET

1, {vi, vj} ∈ ET .

The adjacency matrix serves as the basis from which the similarity scores are calculated. Ac-
cordingly, a score is calculated for all vertex-pairs corresponding to negative observations and
the positive observations for which the associated ground truth is known. The predicted scores
are assessed with respect to some threshold in order to ascertain the presence or absence of an
edge. Subsequently, these determinations are compared with the ground truth values in order
to compute the evaluation metrics.
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In the case of static networks, i.e. networks comprising no temporal aspects, the respective sets
are generated by randomly sampling vertex-pairs from a uniform distribution without replace-
ment, therefore these two sets are mutually exclusive, i.e. ET ∩ EP = ∅ [179]. In the case of
graphs that have some temporal properties, a common approach involves selecting a specific
point in time and partitioning all edges prior to this point into the training set, whereas all
edges following this point are partitioned into the test set. The underlying intuition of this
approach is that future links are based on historical interactions within the network. Aziz et
al. [17] employed this method of partitioning a temporal graph data set in respect of predicting
multi-morbidity for patients, while Kunegis et al. [157] applied this approach to link prediction
on bipartite graphs.

Classification-based methods

In order to approximate the functional mapping that underpins learning-based algorithms (as
discussed in §3.4), the graph data must first be partitioned into distinct training and test sets.
Consider the data set

D = {(xij , yij)}

where i, j denote all vertex-pairs vi, vj ∈ U , i.e. D contains the feature vectors and corresponding
labels pertaining to all adjacent and non-adjacent vertex-pairs. A link prediction problem is
based on the underlying assumption that there are some edges missing from the graph G — i.e.
some negative instances in D should instead be classified as positive instances. The functional
mapping f is approximated through the process of training a classification-based link prediction
method in respect of correct data instances, i.e. the ground truth. This may be achieved by
partitioning the network problem’s derived data set D into a separate training data set, denoted
by Dtrain, comprising true observed edges and true missing edges (i.e. non-adjacent vertex-
pairs), from which inferential relationships may be inferred algorithmically. The remaining data
instances constitute the test set, denoted by Dtest, and are employed to conduct performance
evaluation in respect of the trained link prediction algorithm.

A fraction p of instances belonging to D are randomly sampled (without replacement) in order
to construct Dtrain, while the remaining fraction of instances (i.e. 1− p) is allocated to the test
set, denoted by Dtrain. The link prediction algorithm is tasked with predicting the labels yij
of positive and negative training instances based on their respective feature vectors xij . The
function mapping

f : xij → {0, 1}

is therefore learned in respect of (xij , yij) ∈ Dtrain. The learnt function mapping is subsequently
employed to perform predictions with respect to the labels of testing instances ŷij based on their
respective feature vectors x̂ij , expressed as

f(x̂ij) ≈ ŷij ,

where (x̂ij , ŷij) ∈ Dtest. The approach adopted towards partitioning D into Dtrain and Dtest

should take into account the inherent class imbalance of graphs. Stratified sampling may be
performed in order to ensure that the distribution of positive and negative instances are similar
between Dtrain and Dtest [179].
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Data leakage

A notable concern during data partitioning is data leakage24. The inherent interconnectivity of
a graph-based data representation, however, often results in data leakage. This is attributable
to the fact that the calculation of a training instance’s feature vector xij depends on the two
end-vertices of this instance’s edge which, in turn, is dependent on the (other) observed and
non-existing edges that are incident with these end-vertices. Consequently, it is typically25

not possible to calculate a training instance’s feature vector without considering some observed
or non-existing edge in the testing set. Furthermore, due to the testing edges being removed
(i.e. annotated), the calculation of training feature vectors may therefore be based on incorrect
information. A common approach towards mitigating data leakage in a rudimentary manner
involves limiting the size of the testing set (equivalent to selecting a large fraction p) such that
|Dtrain| � |Dtest|. This approach may be deemed appropriate when considering the typical link
prediction context in which it is reasonable to assume that only a relatively small number of
missing edges exist. Training may therefore be performed in respect of the majority of instances
in D, resulting in large training set in relation to the testing set.

There is, however, an evidential lack of consensus in the literature with respect to the efficacy of
different partitioning approaches. Important (and often nuanced) factors are either disregarded
or not considered collectively. Such factors include: The partition size p, deciding whether par-
titioning should be performed randomly or be based on the inherent structural characteristics of
the graph, and class imbalance. Despite its computational efficiency, random selection tends to
neglect certain innate properties of the graph. Alternative approaches towards partitioning in-
volve distance-based partitioning [306] (which might introduce bias) and criteria-based selection,
e.g. selecting edges that are incident with vertices that meet some degree threshold [168].

GNNs

In the context of GNNs, the aim of data partitioning for link prediction is to “hide” certain
edges (akin to the annotation procedure described earlier), called supervision edges, from the
GNN [162]. The GNN then predicts whether these edges should be present or not based on
information derived from the remaining vertices and edges, i.e. message-passing edges. The data
partitioning process for link prediction therefore comprises two steps. The first step involves
annotating the two edge types, i.e. message-passing edges and supervision edges, to edges within
the original graph. Only the message-passing edges remain in the graph. The supervision edges
are used as supervisory signals for the GNN’s predictive task and are therefore not presented to
the GNN as input. This process is shown in Figure 3.15.
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Supervision edge
Predicted edge
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E D
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Input graph for GNN

A C
B

E D

A

E

B

D

C

Edges predicted by GNN

Figure 3.15: A basic illustration of the manner according to which edges are split into message-passing
edges and supervision edges (adapted from [162]).

24Exposing information from the test set to the training process.
25Conventional random data partitioning approaches are rudimentary and do not explicitly circumvent data

leakage.
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As part of the second step, the edges are split into training, validation, and test sets by means
of either an inductive or transductive link prediction split. In the case of an inductive split
(presented in Figure 3.16), the training, validation, and test sets each contain an independent
graph. In the case of a transductive link prediction split, the entire graph can be observed in
all data set splits. Therefore, it is necessary to hold out the validation and test edges to ensure
that the model is not trained on them. Furthermore, to train the GNN on the training set, it is
necessary to hold out the supervision edges.
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Figure 3.16: An example of an inductive link prediction data split where each split contains an inde-
pendent graph (adapted from [162]).

A transductive split is carried out as follows: During training, the GNN employs the training
message-passing edges to predict the training supervision edges. In the validation phase, the
GNN employs both the training message-passing edges as well as the training supervision edges
to predict the validation edges. Lastly, during the testing phase, the GNN employs the training
message-passing edges, the training supervision edges, and the validation edges to predict the
test edges. The graph progressively expands with the incorporation of new edges during the
aforementioned phases, as shown in Figure 3.17.
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Figure 3.17: An example of a transductive link prediction data split (adapted from [162]).

3.9 Chapter summary

This chapter opened with an introduction to the field of link prediction in §3.1 which forms the
basis of the analytical work conducted in this thesis. Thereafter, an overview of various link
prediction algorithms, namely: Common neighbour-, path-, classifier-, and embedding-based
algorithms, was presented in §3.2–§3.5, respectively. Graphs abstracting real-world phenomena
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often comprise a variety of vertex and edge types in order to reflect the associated heterogene-
ity. Appropriately, a discussion of link prediction in respect of bipartite graphs and KGs was
presented in §3.6 and §3.7, respectively. Important considerations in respect of performance
evaluation of link prediction algorithms were then delineated in §3.8.

https://scholar.sun.ac.za



72 Chapter 3. Link prediction

https://scholar.sun.ac.za



Part II

Framework

73

https://scholar.sun.ac.za



https://scholar.sun.ac.za



CHAPTER 4

Framework discussion

Contents

4.1 Framework development process . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2 Data flow diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3 A generic data science paradigm . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.4 Quality assurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4.1 Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4.2 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.5 Related frameworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.6 The MediKAL framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.6.1 Database component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.6.2 The Processing component . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.6.3 The KG construction component . . . . . . . . . . . . . . . . . . . . . . 90

4.6.4 The Analysis component . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.7 Design verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.8 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

The solution posited in this thesis is presented in the form of a framework. Appropriately,
the aim in this chapter is to delineate the approach adopted towards developing the proposed
MediKAL framework. First, the reader is introduced to the notion of a framework and its
development process. Thereafter, a discussion on DFDs is presented which represent a visually
intuitive approach towards assimilating the framework, its constituent components and modules,
as well as the flow of data and information. The generic data science paradigm through which
the framework is contextualised is subsequently introduced. Thereafter, a discussion pertaining
to prominent related frameworks within the clinical domain is presented. A detailed overview of
the MediKAL framework, its functional components, and their constituent modules is presented
during which the aim is to facilitate an improved understanding of the framework’s functional
working, together with data and information flow within the framework. An overview is then
presented of the manner in which quality assurance is incorporated during the design of the
proposed framework for verification purposes. Lastly, the chapter concludes with a summary of
its contents.
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4.1 Framework development process

A framework may be defined as an integrated structure of predefined modules which comprise
conceptual and programmatic information that can be employed (in an iterative manner) to-
wards encapsulating the fundamental operation of some system or solution methodology [262].
This structure can then serve as the foundation for developing a variety of domain-specific appli-
cations, as shown in Figure 4.1. The framework development process commences with domain
analysis, i.e. the process of identifying, capturing, and organising re-usable information pertain-
ing to the development of a computerised (i.e. software) instantiation [226]. The information
extracted during such an analysis may include source code, documentation, design plans, knowl-
edge from the relevant literature (including domain experts) as well as current and future sys-
tem requirements. This information may be subsequently employed in order to generate generic
architectures and domain-specific taxonomies which facilitates the ensuing framework design
process. The aim during the framework’s design is to develop a flexible framework structure
that is amenable to a variety of applications within the specified domain [262].

Domain
analysis

Application 2

Framework
design

Application nApplication 1

Framework use case

Figure 4.1: A graphical representation of the framework development process (adapted from [262]).

During the framework design process, an initial framework structure is constructed based on the
requirements and architectures identified during domain analysis. Thereafter, the framework is
enhanced by adapting the conceptual and programmatic information (e.g. reusable code) identi-
fied during the domain analysis and incorporating it into the framework. The framework is then
verified with respect to its domain requirements and then subjected to design analyses in order
to verify the overarching design process of the framework. A notable task during the framework
design process entails a thorough documentation of the framework in order to provide users with
a comprehensive understanding of the framework’s conceptual and technical working, as well
as to elucidate the protocols for its deployment in respect of various applications [89]. Lastly,
the framework is transformed into an application-specific instance by constructing application-
specific components, and subsequently integrating these components within the framework’s
functional design in order to generate an instantiation for purposes of the use case under con-
sideration.
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4.2 Data flow diagrams

The flow of data through some system is best represented by means of a DFD [142]. In DFDs,
various informative facets (of a data-driven nature) are depicted in a visually intuitive manner,
namely: (1) Data propagation through the different processes that constitute some structured
system, (2) data transformations, and (3) outputs from each process. Towards this end, DFDs
employ four simple symbols, each of which represent an important aspect of data or information
flow, namely: Entity, data flow, process, and data store, as presented in Figure 4.2.

Figure 4.2: The four symbols employed to describe the flow of data or information in a DFD [142].

The entity symbol is used to depict an external entity that interacts with the system by either
sending data to the system or receiving data from the system. The data flow symbol repre-
sents the movement of data in the system from one point to another. Data flows that occur
simultaneously are denoted by parallel arrows. Furthermore, the process symbol denotes the
transformation of data from its input (native) format to some output format while the data
store symbol denotes the storage of data [142]. DFDs are developed using a top-down approach,
therefore different levels of abstraction can be represented. The context (or level-zero) diagram
represents the most generalised abstraction of the system and comprises a single process repre-
senting the entire system. Lower levels of abstraction are illustrated by means of, for example,
level-one and level-two diagrams which are obtained by expanding (i.e. disaggregating or de-
composing) the processes of the preceding diagram [142]. Appropriately, DFDs are employed as
an intuitive and informative means towards elucidating the design and working of the framework
proposed in this thesis.

4.3 A generic data science paradigm

The aim in this thesis, as mentioned in §1.2, is to develop a framework for transforming data
obtained from EHRs into KGs in order to extract actionable insights for clinical practitioners by
means of various modelling techniques. Ascribed to the data-driven nature of the research aim,
the framework proposed in this thesis corresponds to the steps of a generic data science method-
ology, i.e. the CRISP-DM methodology, as described in §3.1.2. By adopting this approach, the
benefits associated with CRISP-DM (e.g. generic and iterative nature) can be realised through-
out the design and implementation of the framework.

A high-level schematic of a generic data science paradigm is presented in Figure 4.3 and com-
prises three functional components, namely: A graphical user interface (GUI), a central func-
tional component, and a data store. The GUI facilitates communication between the user and
the underlying system, while the functional component is employed to execute the primary pur-
pose of the framework. It comprises three subcomponents, namely: Processing, Modelling, and
Deployment. Finally, the data store component facilitates the storage of data pertaining to any
components (in respect of both required inputs and produced outputs) of the framework [138].
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Input data presented by means of the GUI are processed by the modules, labelled P1, . . . , Pi,
which constitute the processing component. These modules are responsible for the execution of
the data preparation phase of the CRISP-DM methodology and therefore perform tasks such as
data cleaning, data normalisation, and data reformatting, in order to ensure that the data are
in a format that is deemed appropriate for the subsequent modelling component.

Graphical user interface

..
.

..
.

Database

..
.

Deployment

..
.

Modelling

..
.

Processing

..
.

Processed 
data

Trained 
models

Inputs Outputs

Functional components

Figure 4.3: A high-level schematic of a generic data science paradigm [138].

The modelling component represents the modelling phase of the CRISP-DM methodology and
receives as input processed data from the processing component. The constituent modules,
labelled M1, . . . ,Mj , perform different procedures pertaining to model development and evalu-
ation. The modelling techniques employed in this phase are based on the research aim, as well
as the type and extent of data available.

The trained models obtained during the modelling component represent the input for the
subsequent deployment component. The evaluation and deployment phases of the CRISP-
DM methodology are executed within the modules of the deployment component, labelled
D1, . . . , Dk. These modules are employed towards analysing the results of the trained mod-
els in order to synthesise and contextualise insightful information. The analysis performed may
range from simple descriptive analytics and visualisations to more complex analytical methods
(depending on the research aim).

A centralised data store is central to data management, the aim of which is to reduce inter-
dependence between modules that are embedded within different components. Data can flow
from a particular component to the centralised data store, from which it can be retrieved and
processed by modules of other components. The modules within a component do not have to
be performed sequentially and may be performed in an iterative manner. The user can interact
with any of the processes at any given time, according to which any data inputs and/or outputs
can be analysed based on one or more modules being executed. User interaction is entirely
optional and is indicated by the dashed lines in Figure 4.3.

https://scholar.sun.ac.za



4.4. Quality assurance 79

4.4 Quality assurance

Kendall and Kendall [142] proposed three approaches towards quality assurance during system
development, namely: (1) Employing a top-down, modular approach to system design, (2) ad-
equately documenting software, and (3) performing system validation and testing. A top-down
approach facilitates the process of identifying the objectives of a system as well as the manner
according to which these objectives are to be realised. It involves partitioning a system into
various subsystems (modules), each of which comprise individual requirements. This approach
therefore mitigates the challenges that arise when attempting to design an entire system simul-
taneously and reduces time requirements by facilitating the development of subsystems that can
be executed separately (or in parallel). Most importantly, a top-down approach ensures that the
overarching objectives of the final system are not disregarded during the design of more detailed
lower level components, a commonality in a bottom-up approach.

Software documentation represents an important part in the maintenance and improvement of a
system by enabling and empowering stakeholders to understand the system and its constituent
modules without direct interaction [142]. A notable manifestation (or artefact) of system docu-
mentation is procedure manuals which comprise a variety of descriptive comments, step-by-step
process instructions, and troubleshooting information. Finally, the system can be subjected
to testing for verification and validation purposes. Due to their applicability to this research
project, a more detailed discussion on each follows.

4.4.1 Verification

Verification is the process of determining whether a system has been accurately constructed in
accordance with its specified requirements and parameters — it may be conducted by elimi-
nating errors pertaining to syntax, logic, and compilation. Kendall and Kendall [142] proposed
a systematic methodology for conducting system verification which incorporates the various
stakeholders (and their respective roles) that are involved in system development and testing.
A schematic representation of their approach is presented in Figure 4.4.

In the first step, called Program testing with test data, programmers manually inspect (i.e.
by hand) the intuition that underpins each component of the program in order to determine
whether the logic is functionally correct. This process is referred to as desk checking. Thereafter,
valid and invalid test data are generated and propagated through the different modules in order
to verify the respective outputs. The second step, called Link testing with test data, involves
discerning whether independent modules function correctly. Test data are once again generated
which includes both valid and invalid data for the purpose of detecting errors.

The third and fourth steps involve input from both operators and end-users for the testing
process. In the third step, called Full systems testing with test data, generated test data are
employed to determine whether the predefined system objectives have been met, thereby reaf-
firming quality standards. System documentation is also scrutinised so as to determine its
understandability and the extent to which it can convey the appropriate preparation of system
input data. Furthermore, this step ensures that information flows correctly through the system
and that the correct output can be interpreted by users effectively. In the final step, called Full
systems testing with live data, the system is subjected to live data, i.e. data that have been
successfully processed by the developed system. This process facilitates an effective comparison
of the new system’s output with some produced output that has been proven correct a priori.
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Figure 4.4: A systematic methodology for conducting system verification, as proposed by Kendall and
Kendall [142].

4.4.2 Validation

As reported by Banks et al. [20], the aim during validation is to determine whether the correct
system has been constructed. It also involves evaluating and comparing a model’s working and
outputs with its real-world counterpart. This comparison may be achieved by performing a
range of qualitative and quantitative tests. Qualitative tests typically involve stakeholders who
are knowledgeable in respect of one or more aspects of the real system, i.e. domain experts
who scrutinise the model and its output. Quantitative tests, on the other hand, require data
pertaining to the real-world system’s operation as well as the corresponding model’s output
data. A notable methodology for performing validation is the three-step approach proposed by
Naylor and Finger [204]. The three steps constituting this approach are:

1. Construct a model with high face validity,

2. validate model assumptions, and

3. compare the model input-output transformations to the corresponding input-output trans-
formations of the real-world system.

The first aim involves constructing a model that may be deemed reasonable by individuals who
have innate knowledge of the real-world system. Ideally, these individuals should be involved
throughout the entirety of the system development process, i.e. from model conception to model
implementation, so as to ensure relevance and alignment in respect of the desired aim. In the
second step, model assumptions made during development are validated with respect to an
appropriate collection of reliable data and the appropriate statistical analysis thereof. Lastly,
the model’s capabilities are tested in respect of predicting future system behaviour based on
realistic input data. This may involve evaluating the level of similarity between the output
generated by the system and the true output of the real-world system.
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4.5 Related frameworks

The aim in this section is to conduct domain analysis by presenting an overview of notable
frameworks in order to determine current and future requirements of frameworks applied within
the clinical domain.

In their article titled “Real-world data medical knowledge graph: Construction and applica-
tions”, Li et al. [164] propose an end-to-end systematic approach towards constructing a KG
from EHR data by means of NLP approaches. The proposed approach, shown in Figure 4.5, com-
prises eight steps, namely: Data preparation, entity recognition, entity normalisation, relation
extraction, property calculation, graph cleaning, related-entity ranking, and graph embedding.
An important step in this process, especially in the context of a clinical decision support sys-
tem, relates to the related-entity ranking step. Diseases, symptoms, and medications are often
associated with a number of medical concepts and therefore effective recommendations cannot
be made without ranking the importance or significance of the relationship between entities.
In order to address this issue, Li et al. introduced a so-called probability-specificity-reliability
function to rank and retrieve the most relevant entities in respect of a given patient from other
related entities, the extraction of which is carried out in step four, i.e. the relation extraction
step.
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Figure 4.5: The modelling pipeline proposed by Li et al. [164] for extracting medical concepts from
unstructured text data (adapted from [164]).

Cheng et al. [53] employed international standard medical terminology to label and analyse
stroke cases which formed the basis upon which their relationship classification system was de-
signed. The constructed stroke disease dictionary was then employed to identify symptoms,
treatments, medications, and other medical entities related to strokes. The approach adopted
towards constructing their KG was abstracted by means of a framework, as presented in Fig-
ure 4.6. Cheng et al. highlighted the importance of understanding the purpose of the KG in
the construction process. The purpose of the graph constructed in their study was to provide
patients with a self-examination of strokes as well as creating a medical knowledge reference
base for doctors. Accordingly, the graph comprised data pertaining to stroke disease statistics,
related treatment methods, symptoms, inspection methods, and medication. The stroke ontol-
ogy data store was then formed by combining the stroke disease dictionary with the information
obtained from the vertical medical websites, crowdsourced websites, and medical literature. In
order to ensure an effective construction process, a semi-automated approach was adopted which
incorporates both a data-driven methodology as well as medical domain expert knowledge.
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Figure 4.6: An adapted diagrammatic representation of the framework construction process employed
by Cheng et al. [53].

In a notable paper by Santos et al. [248], the methodology undertaken to construct a KG for the
purpose of interpreting clinical proteomics1 data was detailed. The proposed KG, called clinical
knowledge graph (CKG), comprised approximately 20 million vertices and 220 million edges
based on information extracted from experimental data, public data stores as well as relevant
literature. The data model corresponding to the CKG is depicted in Figure 4.7. The CKG
framework comprised four main steps, namely: Preprocessing, KG construction, KG connection,
and result analysis. The preprocessing step was responsible for formatting and analysing the
available proteomics data and therefore comprises the primary steps of a generic data science
pipeline. These steps included data preparation by means of normalisation, filtering, formatting,
and imputation as well as data exploration through the generation of statistical metrics and
distributions. Data analysis and visualisation also constituted the preprocessing step of the CKG
framework. The construction of the graph data store was carried out in the KG construction step
which extracted entities, relationships, and properties from the presented data via configuration
files that provided rules describing the manner in which ontologies and data stores were to be
processed. An important step in this process involved defining the data model for the graph

1The analysis of the entire protein complement of a cell, tissue, or organism under a specified set of condi-
tions [311].
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data store. The data model employed by the CKG, as presented in Figure 4.7, combined multi-
level clinical proteomics experimental data which was annotated with biomedical data. The
data model facilitated the execution of a number of desired queries which were defined prior to
its conceptualisation. The KG connector step, as the name suggests, facilitated the process of
interfacing with and connecting to the KG data store so as to carry out user-defined queries,
while the result analysis step involved the generation of data visualisation and analysis via online
reports [248]. Furthermore, the CKG framework facilitated the application of network analysis
and ML techniques (including GRL) so as to extract insight.
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Figure 4.7: The data model employed by the CKG framework [248].

Harnoune et al. [111] proposed a generic architecture for constructing a KG based on clinical-
related English text data which may be subjected to various analyses. The proposed architecture
comprised five distinct steps, namely: Preprocessing, coreference resolution, NER, relation ex-
traction, and descriptive analysis. The preprocessing step involved employing a bidirectional
encoder representations from transformers (BERT) [143] model in order to compute embed-
dings for each word in the input text. The second step pertained to a coreference resolution
task which involved grouping expressions that refer to the same real-world entity in order to re-
duce potential ambiguity. NER was subsequently carried out which involved identifying entities
and their respective classes. The relation extraction step then extracted semantic relationships
within the text which was formulated as a binary classification problem. The final graph-based
representation can then be constructed and subsequently analysed in order to, for example, iden-
tify the most frequently administered medications, the most common medications for symptoms,
and key contributing factors for medications.

In a notable paper by Pham et al. [223], a framework was proposed for constructing a KG
upon which muti-label classification may be performed in respect of predicting various diseases.
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A heterogeneous clinical KG was constructed from medical domain knowledge obtained from
an online medical bibliographic data store and subsequently analysed to determine noteworthy
correlative relationships between different diseases and their respective symptoms. Each vertex
in the graph corresponded to a concept within a biomedical domain. The construction of the KG
was based on the previous work of Pham et al. [224], in which biomedical domain knowledge was
inferred by mining a corpus comprising citations of various publications. The proposed model
was then subjected to empirical experiments which showcased superior performance in respect
of previous state-of-the-art baselines.

Lu et al. [176] constructed a disease network from a patient-disease KG as part of their pro-
posed framework which employed recommender systems for predictive risk modelling of chronic
diseases. A bipartite KG was employed to represent the relationships between patients and dis-
eases, together with a projection thereof onto a monopartite graph in order to obtain a so-called
disease network. In their study, six recommender system models were employed, together with
pertinent descriptive network features. The task at hand involved determining the severity levels
of diseases in order to produce a ranked list of predicted diseases. An algorithmic performance
comparison was also carried out in respect of an ablation study in which network features were
omitted, from which it was inferred that the inclusion of network features resulted in improved
predictive performance with respect to chronic diseases and their latent comorbidities.

In a large number of frameworks pertaining to clinical KGs, one of two distinct aims is typically
pursued. Certain frameworks within the literature may be characterised by a systematic and
integrated approach towards constructing clinical KGs from an abundance of biomedical (often
unstructured) data sources. Alternatively, some frameworks pertain solely to a methodological
approach for analysing established KGs through various graph-based techniques. Furthermore,
in the notable work of Pham et al. [223] a framework was proposed for constructing a KG for
analysis, they formulated the task of disease prediction as a multi-label node classification prob-
lem, according to which patient nodes were classified based on different disease labels. A link
prediction approach towards deriving clinical insights facilitates the inference of potential rela-
tionships between entities pertaining to different vertex types within a clinical KG, as opposed
to node classification which is primarily employed to categorise individual nodes based on their
inherent attributes.

Consequently, a need is identified to develop a generic end-to-end framework for constructing,
analysing, and deriving various insights from a clinical KG through a link prediction approach.
In particular, this framework should address the construction of a medical KG from structured
and/or unstructured data sources within the medical domain. The construction process should
also facilitate the integration of medical ontological data so as to supplement the KG with generic
medical information. Two prominent clinical use cases may be induced from such a framework,
the first of which relates to condition diagnosis (i.e. to predict misdiagnosed conditions or dis-
eases), while the second use case pertains to medication prescription (i.e. to predict medication
to prescribe). Towards this end, the MediKAL framework is proposed.

4.6 The MediKAL framework

The proposed framework extends upon the generic data science paradigm, as delineated in
Figure 4.3, through the inclusion of modules specific to the relevant domain addressed in this
project. These changes may be observed in the second and third components, according to
which the Modelling component is renamed to KG Construction, while the Deployment compo-
nent is renamed to Analysis. A high-level schematic of the MediKAL framework is presented
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in Figure 4.8. The proposed framework represents a generic computational approach towards
inferring clinical insights from KGs which are derived from clinical data pertaining to EHRs.
The analytical foundation upon which this framework is constructed relates to the application
of graph-based methods that explicitly leverage the innate interconnected nature of the clinical
data under consideration. Two main KGs are considered in respect of the framework’s imple-
mentation, namely Patient KG and Medical ontology KG. To the best of the author’s knowledge,
this framework represents a novel contribution as it encapsulates each of the functional com-
ponents that pertain to clinical data processing, graph-based modelling, as well as the analysis
and synthesis thereof so as to derive contextual insight. The framework also includes a database
component for data management purposes. Within each component distinct data-driven mod-
ules are embedded which are employed towards executing the function of that component. A
GUI is omitted from design considerations due to scope delimitations. A detailed discussion on
the framework’s design follows hereafter.
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Figure 4.8: A high-level schematic of the MediKAL framework.

4.6.1 Database component

The MediKAL framework comprises five key data stores, labelled D1–D5. The first data
store employed by the framework, Raw patient-related data (D1), comprises structured and/or
unstructured data pertaining to the patients considered for inclusion in the so-called Patient
KG. Structured data may be tabular in nature, storing information pertaining to patients to-
gether with their associated medical conditions, medications, treatments, and surgical proce-
dures. Other forms of structured medical data sources include patient demographics such as
age, gender, height, weight, and blood type [273]. Unstructured data, typically presenting a
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more notable data processing challenge, are typically stored in EHRs, expressed as clinical “nar-
rative” data [164]. Examples of unstructured patient-related data include clinical notes compiled
by healthcare practitioners, surgical records, patient discharge summaries, and radiology reports,
to name but a few [264]. The MediKAL framework is amenable to both real-world and syn-
thetically generated data (discussed in §2.3.2), the latter case being the focal point in this thesis
(due to data availability matters).

The second data store, Patient KG input data (D2), contains the data required for construct-
ing the Patient KG. This data store comprises processed formats of the specific entities and
relations that constitute the subsequent Patient KG. The third data store employed in the
MediKAL framework, Medical ontology data (D3), contains medical ontological data which
represent the abundance of medical concepts in a standardised and structured manner. As
discussed in §2.3.3, popular medical ontologies include systematised nomenclature of medicine
clinical terms (SNOMED CT) [31] and RXNORM [208]. The data store titled Medical KG
(D4) stores the final KG which is analysed in the subsequent Modelling component. This KG
represents a combination of both patient-specific information as well as normalised medical con-
cepts which facilitates the process of analysing the KG and deriving insights therefrom. The
fifth (and final) data store, Results (D5), stores pertinent output from the modelling approach,
including information pertaining to graph visualisations, model hyperparameters, performance,
and visualisations of the results.

4.6.2 The Processing component

The first functional component of the MediKAL framework, i.e. the Processing component,
comprises five distinct modules, numbered 1.0 to 5.0, which may be observed in the level-one
DFD presented in Figure 4.9. The names of the modules (in ascending order of their respective
module numbers) are: Define graph data model, Clean data, Extract entities, Extract relations,
and Combine entity and relation data.

The first step in the processing component, i.e. Module 1.0, involves defining the graph data
model which forms the foundation upon which the graph data store is structured. The raw
data of data store D1 represents the input to this module. The graph data model serves as a
generic schema for the graph data store, illustrating the type of nodes that constitute the graph
data store, the different relationship types (and their respective directions) that connect these
vertices to one another, as well as the properties associated with each vertex and relationship
type. The graph data model is therefore essential towards understanding and identifying which
entities, relations, and properties are to be extracted from the raw data. In a clinical context, a
data model defines the manner according to which different contextual objects (such as diseases,
patients, medications, and procedures) relate to one another via specific edges. For example, in
Figure 4.10, four vertex types are considered, namely: Patient, Disease, Medication, and Surgical
procedure, which are connected by means of three relationships, namely: HAS, PRESCRIBED, and
UNDERWENT. The graph is further enriched through the addition of node properties which relay
information such as the respective names and ontological codes of diseases, medications, and
surgical procedures as well as the name, age, and gender of patients within the graph. The
module in which the data model is defined therefore represents a conceptual step that facilitates
determining the underlying schema of the graph data store. The data model is constructed
according to the end requirements of the graph data store and therefore any decision with
respect to node, edge, and property classification should align accordingly.

The raw data are cleaned in Module 2.0 which corresponds to the high-level methodology of
CRISP-DM’s data preparation phase, as described in §3.1.2. The data may be subjected to
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Figure 4.9: The level-one DFD of the Processing component.
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Figure 4.10: An example of a KG data model, as contextualised within the clinical domain.

various data cleaning procedures depending on the quality of the raw input data. The raw data
employed as input to the MediKAL framework contain patient medical records which may be
obtained from sources such as EHRs and other similar medical data sources. These patient
records typically contain information relating to symptoms, conditions, diseases, medications as
well as procedures or treatments. Furthermore, the established graph schema is considered in
Module 2.0 in order to determine the specific entities and properties that require data cleaning.
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Module 3.0 facilitates the task of extracting entities from the cleaned data. These entities cor-
respond to the nodes of the graph data store which are defined by the graph data model in
Module 1.0. Examples of entities may include patients, symptoms, diseases, and medications to
name but a few. Entity extraction may be performed using a variety of methods depending on
the format of the cleaned data. For example, if the data are unstructured text, such as certain
fields in an EHR, NLP techniques such as NER [104] may be employed. NER is a prominent
entity detection technique in the domain of NLP that can be employed to analyse unstructured
text documents so as to extract entities and assign them to predefined categories [104]. One
may consider adopting approaches similar to the pipeline proposed by Li et al. [164] (as dis-
cussed in §4.5) according to which NER is employed to identify medical entities such as diseases,
symptoms, and laboratory results from unstructured medical text which is originally stored in
electronic medical records, laboratory information systems, radiology information systems, and
other medical sources. If, however, the data are presented in a more structured (typically tab-
ular) format, such as in a .csv or .json2 file, (examples of which are presented in Tables 4.1
and 4.2), the entity extraction process is simplified and may be performed by employing simpler
procedures, e.g. rule-based approaches. In Figure 4.11, an example is depicted of patient data
presented in a .json format. A patient’s conditions may be extracted from the file by searching
through each object, finding the key “condition”, and then compiling a list of all correspond-
ing instances together with the associated properties. If the data are presented in the format
expressed in Tables 4.1 and 4.2, the process is simplified even further.

The aim of the subsequent relation extraction process, i.e. Module 4.0, is to identify and for-
malise the relation(s) between entities within the presented data. Recall that the relationship
types, along with their respective end-node types and directions, are defined beforehand in Mod-
ule 1.0. Possible relation types include a HAS relationship which connects a patient node to a
disease (or symptom) node and a PRESCRIBED relationship which connects a patient node to a
medication node, as shown in Figure 4.10. The approach adopted for the relation extraction
process depends on the format of the cleaned patient data. In the case of EHR data, i.e. un-
structured text data, a number of approaches may be employed, namely: Rule-based methods
based on sentence patterns and trigger verbs [193], shallow ML models [36, 228, 141], or deep
learning methods [193, 247]. On the other hand, if the data are presented in a structured for-
mat, a different approach may be necessitated. For example, relations may be extracted between
columns representing different entities in a .csv file, such as in Tables 4.3 and 4.4, which con-
tains a “Count” column indicating the frequency with which a patient experiences a condition
or is prescribed a medication.

Table 4.1: An example of patient data represented in a tabular .csv format obtained from Synthea’s
COVID-19 10K synthetic data set [285].

Patient ID First name Last name

1ff7f10f-a204-4bb1-aa72-dd763fa99482 Jacinto644 Kris249
9bcf6ed5-d808-44af-98a0-7d78a29ede72 Alva958 Krajcik437
5163c501-353c-4a82-b863-a3f1df2d6cf1 Jimmie93 Harris789
cc3c806f-4a09-4a89-a990-4286450956be Gregorio366 Auer97

2JavaScript object notation.
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Table 4.2: An example of condition data represented in a tabular .csv format obtained from Synthea’s
COVID-19 10K synthetic data set [285].

SNOMED code Condition name

10509002 Acute bronchitis (disorder)
195967001 Asthma
36971009 Sinusitis (disorder)
840539006 COVID-19

Table 4.3: An example of HAS relationship data represented in a tabular .csv format obtained from
Synthea’s COVID-19 10K synthetic data set [285].

Patient ID SNOMED code Count

0000b247-1def-417a-a783-41c8682be022 248595008 1
0000b247-1def-417a-a783-41c8682be022 25064002 1
0000b247-1def-417a-a783-41c8682be022 386661006 1
0000b247-1def-417a-a783-41c8682be022 49727002 1

Table 4.4: An example of PRESCRIBED relationship data represented in a tabular .csv format obtained
from Synthea’s COVID-19 10K synthetic data set [285].

Patient ID RXNORM code Count

00049ee8-5953-4edd-a277-b9c1b1a7f16b 2001499 1
00049ee8-5953-4edd-a277-b9c1b1a7f16b 477045 1
00049ee8-5953-4edd-a277-b9c1b1a7f16b 310436 1
00049ee8-5953-4edd-a277-b9c1b1a7f16b 849574 1

In Module 5.0, the entity and relation data are then consolidated and represented in a format
that is appropriate for constructing the KG. The graph input data are stored in a centralised
data store, i.e. D2, from which it can be accessed by downstream modules.

The level-two DFD, shown in Figure 4.12, pertains to an expansion of the modules shown in
Figure 4.9 providing a more detailed view of the Processing component. Module 1.0 is not,
however, disaggregated into child processes as its working is arguably rudimentary.

Module 2.0 is disaggregated into three child processes, numbered 2.1–2.3. Module 2.1 is employed
to remove duplicate data instances, while Module 2.2 is responsible for addressing missing values
corresponding to omitted or unrealistic values (including outliers), such as a negative value for
patient metrics (e.g. age, height, and weight) or erroneous medical ontology codes for symptoms
and diseases. Finally, Module 2.3 reformats the data into appropriate representations in respect
of the subsequent modules. Modules 3.0 and 4.0 are both disaggregated into two child processes
each, numbered 3.1 and 3.2 as well as 4.1 and 4.2, respectively. Module 3.1 extracts entities
from the cleaned data, after which Module 3.2 aims to extract certain properties associated
with these entities, e.g. a patient’s age or height, a symptom’s ontology code or severity score.
Modules 4.1 and 4.2 are similar to Modules 3.1 and 3.2, but pertain to relations. While Module
4.1 extracts the relations between the identified entities, Module 4.2 extracts properties of the
relationship, such as, for example, onset date and time in respect of a HAS relation or the
dosage associated with a PRESCRIBED relation. Lastly, Module 5.0 is disaggregated into two
child processes, numbered 5.1 and 5.2. Module 5.1 consolidates the entity and relation data
into a single file, while Module 5.2 reformats the combined data into a format that enables an
effective KG construction process.
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{
  "patient_id": "P001",
  "name": "John Doe",
  "date_of_birth": "1980-05-15",
  "gender": "Male",
  "height_cm": 180,
  "weight_kg": 75,
  "blood_type": "A+",
  "allergies": ["Penicillin", "Peanuts"],
  "medical_history": [
    {
      "condition": "Hypertension",
      "diagnosis_date": "2010-08-20",
      "treatments": [
        {
          "name": "Lisinopril",
          "start_date": "2010-08-21",
          "end_date": null,
          "dosage": "10mg once daily"
        }
      ]
    },
    {
      "condition": "Chronic Migraine",
      "diagnosis_date": "2015-03-10",
      "treatments": [
        {
          "name": "Sumatriptan",
          "start_date": "2015-03-11",
          "end_date": null,
          "dosage": "50mg as needed"
        }
      ]
    }
  ]
}

Figure 4.11: An example of a patient’s medical history presented in a .json format.

4.6.3 The KG construction component

The Medical KG from which clinical insights are to be derived is constructed in the KG construc-
tion component which is presented in Figure 4.13. This component comprises two key modules,
namely: Construct Patient KG (Module 6.0) and Construct Medical ontology KG (Module 7.0).
The main aim is to construct a KG that contains both patient-specific information as well as
normalised medical information in order to avoid computational challenges in respect of the con-
structed graph representations. For example, numerous patients may exhibit flu symptoms that
vary in respect of severity, onset times, and other properties. By representing each patient’s flu
node by means of different properties, unnecessary duplication of information would transpire
due to the same overarching concept being expressed repetitively, rendering it more challenging
to derive insight from. By linking each patient-specific flu node to a flu node normalised by
some medical ontology data store (e.g. SNOMED), both patient-specific and general medical
information are represented — the extent to which this process is carried out depends, however,
on the input data’s level of abstraction.

A more detailed representation of the KG construction component is presented in Figure 4.14.
Module 6.0 is disaggregated into five child processes, numbered 6.1–6.5, while Module 7.0 is dis-
aggregated into seven child processes, numbered 7.1–7.7. The first step involved in constructing
the Patient KG, i.e. Module 6.1, involves generating the different nodes constituting the Patient
KG. The module takes as input a patient node and edge list from data store D2 and generates
nodes for each distinct instance of a medical concept and patient contained within the edge list.
The particular format of Module 6.1’s output depends on the inherent data object structure of
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Figure 4.12: The level-two DFD of the Processing component.

the chosen graph modelling software. Node features (which may include onset times, level of
severity, and descriptions) are subsequently generated in Module 6.2. A larger number of node
features can help produce an informative graph data store but may result in increased compu-
tational complexity when deriving insights during the execution of downstream modules. Nodes
are connected to one another in Module 6.3 which takes as input the edge list stored in data store
D2 and constructs relations within the Patient KG. Similarly, in Module 6.4, relation-specific
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KG construction
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Figure 4.13: The level-one DFD of the KG construction component.

features are incorporated so as to enrich the KG further. Finally, in Module 6.5, verification of
the graph structure is performed so as to ensure that the KG is both built correctly and conveys
the information contained in the input data. This may be achieved by conducting a variety of
tests such as counting the number of each node and edges for each type and comparing them
with the corresponding input files as well as analysing the edge representations to verify whether
the correct nodes are connected to one another.

The extent to which Module 7.0, together with its constituent child processes, is executed
depends on the input data stored in data store D2 and the nature of the insights to be derived
from the final KG (i.e. what the user of the framework seeks to achieve in respect of actionable
insight). In some cases, the data used to construct the Patient KG may already contain specific
ontological information, such as codes or normalised descriptions, as opposed to more patient-
specific information, such as onset times or prescribed dosages.

The aim of analysing the constructed (i.e. complete) KG can be extended beyond abstracting
patient-specific information to modelling the manner according to which a large data store of
patients and medical concepts interlink with one another in a more generalised sense. Modelling
that data in this manner facilitates the identification of overarching patterns across a broader
range of patients and/or medical entities. If these aforementioned features (i.e. ontological entity
descriptions or codes) are already present within the input data and the aim of the KG is simply
to model a generalised clinical KG, then it may be assumed that the ontological information
already forms part of the inherent data structure and there is no need to execute Modules 7.1–7.7
explicitly. If, however, the ontological information is not explicitly described by the input data
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and the goal of the complete KG is to express patient-specific information, then Modules 7.1–7.7
are to be carried out in a comprehensive manner, as described hereafter.
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Figure 4.14: The level-two DFD of the KG construction component.
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The construction of the Medical ontology KG commences in Module 7.1 which takes as input the
raw medical ontology data (stored in data store D3) which are processed and transformed into
a format that is deemed appropriate for the execution of the downstream modules. Therefore,
the raw data should be formatted in a manner that facilitates constructing and combining the
Medical ontology KG with the existing Patient KG and subsequently performing graph analysis
thereon. After the medical ontology data are processed, a procedure similar to Module 6.1 is
performed as part of Module 7.2 according to which the relevant medical ontology nodes are
generated. Module 7.3 is responsible for generating node features for these ontology nodes. In
Module 7.4, relationships between the various medical ontology nodes are established, while
Module 7.5 serves to generate features for these newly established relationships.

An important step relates to the linking of the two KGs (i.e. the Patient KG and the Medical
ontology KG) which is performed in Module 7.6. Accordingly, patient-specific instances from
the Patient KG are linked to normalised medical concepts from the Medical ontology KG which
facilitates the simplification of information for computational purposes. By integrating both
KGs, information loss is mitigated whilst ensuring accessibility of patient-related information
by means of graph queries. Clinical insights can be derived from this more generalised repre-
sentation of the medical KG. Finally, the complete KG structure is verified in Module 7.7 in a
manner similar to Module 6.5, with the inclusion of ontological-based queries. The complete KG,
called the Medical KG upon which subsequent analysis is performed, is stored in data store D4.

4.6.4 The Analysis component

The final component of the MediKAL framework is responsible for deriving clinical insights
from the constructed Medical KG and generating information pertaining to the utility of these
insights. A level-one DFD of the Analysis component is presented in Figure 4.15 which comprises
four modules, numbered 8.0–11.0. Module 8.0, i.e. conduct graph analysis, involves understand-
ing the underlying structure of the Medical KG which can aid the process of selecting a set of
appropriate link prediction algorithms. In Module 9.0, link prediction is performed in respect
of the constructed Medical KG, from which insight can be derived. Module 10.0 facilitates in-
ferential statistical testing in respect of the algorithmic performance data, while in Module 11.0
visualisations are generated so as to provide further insight into the modelling results.

A more detailed representation of the Analysis component is presented in Figure 4.16 in which
the respective child processes of Modules 8.0, 9.0, and 11.0 are depicted. In Module 8.1, graph
visualisation is employed in order to facilitate a qualitative understanding of the nature accord-
ing to which nodes and edges are distributed in the Medical KG. Graph visualisation may be
carried out by employing different software libraries which utilise algorithmic approaches for vi-
sualising graph-structured data sets. Notable examples of such libraries include GraphViz [83],
Cytoscape [256], Gephi [22] and igraph [60]. The specific format according to which the input
data to Module 8.1 should be represented varies depending on the selected graph visualisation
approach and may therefore require additional processing of the graph data object stored in data
store D4. Furthermore, graph data objects constructed by certain libraries can be converted to
a different graph data file format and subsequently exported so as to leverage the capabilities of
various graph visualisation libraries. Consider, for example, NetworkX [107] which is a software
package that facilitates the creation, manipulation, and analysis of the structure, dynamics,
and functions of complex graphs. It is, however, considered relatively limited in respect of its
visualisation capabilities when compared with the aforementioned libraries. One of the main
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Figure 4.15: The level-one DFD of the Analysis component.

advantages of NetworkX is its exporting capabilities in respect of the useful GraphML3 format
which facilitates visualisation by means of libraries such as Cytoscape and Gephi.

Module 8.2 facilitates the task of conducting basic graph feature analysis with the aim of sup-
plementing the insights gained in Module 8.1 with quantitative information pertaining to the
graph’s structure. The graph feature analyses that may be employed during Module 8.2 include
estimating the connectedness of the graph, analysing degree distribution of the nodes, identifying
prominent nodes within the graph, and simplifying the graph structure by removing potentially
redundant community structures (clusters), to name but a few. Some important (and contex-
tual information) can therefore be extracted, e.g. identifying diseases or symptoms that are most
frequently experienced by patients, identifying which patients are contracting a large number of
illnesses, identifying medications that are predominantly (or excessively) prescribed to patients.
The task of removing potentially redundant community structures from the graph necessitates
meticulous consideration with respect to phenomena deemed inconsequential within the specific
clinical context. In the context of clinical graphs, this may include relatively small clusters of
nodes that are entirely disconnected from other nodes.

Clinical insights are derived through the application of link prediction approaches in Module 9.0
which comprises three child processes, numbered 9.1–9.3. As mentioned earlier, two main use
cases may be instantiated by means of the framework, i.e. condition diagnosis and medication
prescription. Depending on the user’s aim, the type of investigation carried out governs certain
considerations during the execution of this module. In Module 9.1, the user selects a set of link
prediction algorithms to apply to the KG. These algorithms may include CN-based approaches,
recommender system approaches, classifier-based ML approaches, or deep learning approaches,
as discussed in Chapter 3. Selecting an appropriate set of link prediction algorithms requires

3GraphML is a mark-up based file format for graph structures which consists of a language core describing
the graph’s structural properties [35].
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an understanding of the data constituting the graph structure as well as the aim of the link
prediction task.
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Figure 4.16: The level-two DFD of the Analysis component.
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For example, graphs comprising a single node type without additional node properties may be
better suited for link prediction by means of traditional, heuristic-based methods [4, 137]. Rec-
ommender system approaches, on the other hand, can be employed in the case of a weighted
bipartite graph [165], however, this is excluded from the scope of this project. Supervised ML ap-
proaches may also be employed for performing link prediction — these approaches are especially
applicable if the presented data comprise a variety of categorical and continuous features relating
to patients. Due to their inherent nature, KGs typically contain detailed and interconnected
information and are markedly large in scale rendering deep learning approaches (such as GNNs)
potentially more suited when attempting to derive clinical insights — these techniques have
been specifically designed to perform computations on large heterogeneous graph-structured
data sets [47, 148, 308, 318].

After an appropriate modelling approach is selected, the training process is initiated. The man-
ner according to which data are partitioned varies according to the chosen modelling approach,
as discussed in §3.8.2. The intuition is as follows: The set of edges E is partitioned into two
disjoint sets, namely: A training set ET and a probe (test) set EP by randomly sampling edges
(by means of a uniform distribution) without replacement, such that no edges in ET are present
in EP , and vice versa. In the case of temporal graphs, the data split is obtained by partitioning
all edges prior to a particular point in time as training edges and all edges from the selected
point onwards as test edges. Supervised ML approaches require that the input data be labelled,
therefore negative edges must first be generated before partitioning can occur. This may be
achieved by randomly selecting non-connected node pairs or node pairs that span a certain
distance (i.e. geodesic distance) from one another. Data partitioning in the context of GNNs
is performed by selecting supervision edges which serve as supervisory signals for training the
GNN in respect of the link prediction task, as detailed in §3.8.2. Moreover, a validation set
may be employed should the model require hyperparameter tuning. It is important to note that
the selection of edges depends on the use case. More specifically, if condition diagnosis is to be
performed, then condition edges within the graph are subjected to the modelling process. If, on
the other hand, medication prescription is to be performed, then medication edges within the
graph are subjected to the modelling process.

Modules 9.2 and 9.3 are executed in an iterative manner, as indicated by the cyclic arrows in
Figure 4.16. Should a desired level of performance not be achieved after evaluation of spe-
cific performance metrics and plots, the hyperparameters are revised and the process repeated.
Evaluation metrics may include accuracy, precision, AUROC, and AUPRC, as discussed in
§3.8. Performance plots such as precision-recall curves and training loss may also be consid-
ered. In Module 9.2, hyperparameter tuning may be conducted by means of manual search,
grid search, randomised search, or automated hyperparameter tuning. In the context of manual
search, the user manually selects the hyperparameter values (based on established judgement
and findings in the literature), after which performance is evaluated. Grid search, on the other
hand, involves defining a multi-dimensional grid in which each coordinate represents a specific
combination of feasible hyperparameter values. The model is then trained and its performance
evaluated in respect of each combination. Due to the computational burden imposed by grid
search, randomised search may be preferred, according to which combinations of random hy-
perparameter values are sampled from specified distributions before training and evaluation are
performed. Finally, automated hyperparameter tuning involves the application of other ad-
vanced techniques such as Bayesian optimisation [196], metaheuristics [122], and gradient-based
optimisation methods [238]. The hyperparameters that may be tuned are specific to the chosen
modelling approaches, a summary of which is provided in Table 4.5. During each iteration of
Modules 9.2 and 9.3’s execution, a performance summary detailing the respective scores for the
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chosen evaluation metrics (together with the corresponding hyperparameter values) is generated
for perusal and further analysis.

Table 4.5: A summary of different link prediction approaches and their hyperparameters.

Category Algorithm Hyperparameters

Supervised ML LR
Learning rate, regularisation type,
regularisation strength, maximum
iterations, tolerance

NB
Prior probabilities, kernel type,
smoothing parameter, binning strategy

kNN
Number of neighbours, distance metric,
weighting function

DT
Maximum depth, minimum samples split,
minimum samples leaf

RF
Number of trees, maximum depth,
minimum samples split, minimum
samples leaf, maximum features

MLP
Number of hidden neurons, learning rate, batch
size, activation function, regularisation
parameter

Recommender systems Collaborative filtering
Number of neighbours, similarity measure,
user-based or item-based

Content-based filtering
Number of features, feature weighting,
similarity measure

Matrix factorisation
Learning rate, regularisation strength,
number of latent factors, number of iterations

GNNs GraphSAGE
Number of layers, aggregation type, size of input
and hidden channels, activation function

GAT
Number of multi-head-attentions, size
of input and hidden channels, activation function

GATv2
Number of multi-head-attentions, learning rate,
size of input and hidden channels

Graph transformer
Number of multi-head-attentions, dropout
probability, activation function

Statistical testing is conducted in Module 10.0 whereby an appropriate statistical test is selected
for the purpose of scrutinising algorithmic performance in a statistically sound manner. Non-
parametric tests such as the Friedman test [91] as well as the post hoc Nemenyi procedure [209]
are more suitable if specific assumptions in respect of the performance data’s distribution cannot
be made reliably. A sufficiently large sample size (at least twenty to thirty replications) should
be generated in respect of each modelling approach so as to ensure statistical robustness —
attributable to the stochasticity involved.

After achieving a satisfactory level of performance, the results obtained by the link prediction al-
gorithms (including box plots4 detailing the performance of the different algorithms with respect
to the chosen evaluation metrics) are visualised in Module 11.1. The newly predicted links may
also be visualised for contextualisation purposes. For example, it may be beneficial to visualise
the most frequently occurring conditions or medications both before and after conducting the
link prediction task so as to compare the impact of the predictions on the condition or medica-

4Box plots convey more information than the simply using the sample mean and standard deviation [152]. The
median, inter-quartile range, minimum and maximum, and outliers (indicated by “o”) are illustrated visually in
box plots, providing a more comprehensive representation of the central tendency and spread of the data samples.
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tion distribution within the data set. This could be accomplished by means of bar plots or pie
charts corresponding to condition or medication information. These visualisations can provide
useful insight into the prevalence of conditions or medications within the data set as well as the
potential changes associated with the newly predicted links. Certain conditions or medications
may increase in prominence after execution of the link prediction task which may suggest that
these conditions or medications are under-diagnosed or under-prescribed, respectively, amongst
the patient population. Conversely, the prominence of some conditions or medications may di-
minish which may be indicative of over-representation in the original data set. Moreover, it may
be beneficial to implement a colour-coding scheme or to vary the size of vertices based on their
degrees as a means of visually (and intuitively) showcasing their relevance within the graph.
This approach may be conducted, for example, in respect of patient vertices in order to indicate
health risk; in respect of disease vertices in order to indicate frequently contracted diseases; or
in respect of medication vertices in order to indicate frequency of prescription.

Finally, in Module 11.2, the derived clinical insights are structured into an appropriate format
so as to facilitate both interoperability and perusal by stakeholders. The raw output data
stemming from the link prediction algorithms are synthesised and subsequently converted into
clinical insights, i.e. contextualised in respect of the original aim of the link prediction task. For
example, it may be beneficial for healthcare practitioners to be presented with a list of historical
and predicted medical entities for each patient which could facilitate the task of verifying whether
an underlying medical relationship is present between these historical and predicted entities. The
results are subsequently stored in data store D5 which represent the basis of the clinical decision
support.

4.7 Design verification

The design of the MediKAL framework conforms to the guidelines proposed by Kendall and
Kendall, as discussed in §4.4, in order to ensure the development of a high-quality, end-to-end
pipeline. During the developmental stages, a top-down modular approach has been employed to
conceptualise the overarching aim of transforming raw patient-related data into clinical insights
by means of a link prediction approach. This approach is exemplified by means of the dia-
grammatic illustrations in Figure 4.8 — a high-level schematic of the MediKAL framework is
presented showcasing the flow of information between the main functional components and their
constituent modules. This schematic is then further expanded into individual level-one DFDs for
each functional component which, in turn, are further accompanied by level-two DFDs. In §4.6,
a detailed elucidation of the data stores, functional components, and modules constituting the
MediKAL framework is provided. Consequently, adequate documentation (and accompany-
ing illustrations) pertaining to the methodologies underpinning the MediKAL framework have
been proffered for the sake of verifying the correctness of its design. Furthermore, the design
of various components and the selection of their constituent modules (such as the Processing
component and its constituent modules as well as the Medical ontology KG module in the KG
construction component) are based on related approaches in the literature, as discussed in §4.5.
The incorporation of functional notions and design considerations from well-established stud-
ies in the literature contributes towards the MediKAL framework’s verification (from a design
perspective) as it is grounded in reputable methodologies.

https://scholar.sun.ac.za



100 Chapter 4. Framework discussion

4.8 Chapter summary

This chapter opened in §4.1 with a formal introduction to the notion of a framework as well
as an overview of its developmental process. In §4.2, DFDs were discussed in respect of its
informative and intuitive nature. Thereafter, the generic data science paradigm, which represents
the methodological foundation of the MediKAL framework, was discussed in §4.3, while in
§4.4, approaches aimed towards quality assurance during the development of the framework
were discussed. In §4.5, a discourse on related frameworks was presented in order to provide
the reader with background on notable work pertaining to clinical KGs. Finally, a detailed
discussion of the MediKAL framework was presented in §4.6, in which its different functional
components were elucidated. The discussion was supplemented with DFDs to facilitate an
improved understanding of the manner according to which the framework may be executed.
Thereafter, a discussion pertaining to design verification was presented in §4.7.
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The purpose in this chapter is to demonstrate the functional working of the MediKAL frame-
work proposed in this thesis by implementing different instantiations thereof in respect of syn-
thetic data sets within the clinical domain. First, a discourse pertaining to computational
verification is presented in order to establish the functional correctness of the algorithmic link
prediction methods employed — a well-regarded link prediction data set (albeit unrelated to a
clinical context) forms the basis of this endeavour. Background information is then provided
with respect to the main clinical data sets under consideration and the nature of the insights to
be derived from the Medical KG constructed by means of the MediKAL framework’s instanti-
ations. Thereafter, the framework’s implementation is discussed in detail with respect to each
component and its constituent modules. Three different computerised instantiations are carried
out, each of which differs in respect of the data considered and/or the clinical use case. The
main findings derived from the three instantiations are subsequently synthesised and presented.
This is followed by a discourse pertaining to the framework’s validation by a subject matter
expert. The chapter concludes with a summary of its contents.
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5.1 Algorithmic verification

In this section, algorithmic verification is conducted in respect of certain link predictions algo-
rithms that are considered as part of the computerised instantiations presented in the remainder
of the chapter. The aim during this algorithmic verification process is therefore to ensure that
the computerised instantiation of Module 9.0 is functionally correct. Focus is specifically placed
on algorithms that stem from less established (and documented) approaches in the literature.
More specifically, the CN-based link prediction algorithms in respect of bipartite graphs, pro-
posed by Aziz et al. [17] (discussed in §3.6), are subjected to algorithmic verification. This may
be ascribed to the limited1 reported usage of their MATLAB code, as published in their origi-
nal work. The GNNs considered in this thesis are also subjected to algorithmic verification —
attributable to the limited reported usage of the PyG [87] library employed in this thesis.

Aziz et al. considered drug-target interaction networks (modelled as bipartite graphs) to evaluate
the performance of their proposed approach which was compared with conventional CN-based
link prediction algorithms. A drug-target interaction network is an abstraction of the structured
manner according to which drug molecules interact with target proteins [17]. Furthermore, four
drug-target interaction networks were employed, namely: Nuclear receptors [136], G-protein-
coupled receptors (GPCRs) [252], ion channels [106], and enzymes [297], each of which is pub-
licly available and considered benchmark data sets for link prediction algorithms for bipartite
graphs [72]. Each data set is presented in the format of an edge list2 (described in §2.1.3). An
overview of the structural properties pertaining to the four networks is presented in Table 5.1.

Table 5.1: The structural properties pertaining to the four networks employed during algorithmic
verification of the CN-based algorithms.

Data set |V| |V1| |V2| |E| d̄(V1) d̄(V2)
Nuclear receptors 80 26 54 90 3.46 1.67
GPCR 318 95 223 635 6.68 2.85
Ion channels 414 204 210 1476 7.24 7.03
Enzymes 1109 664 445 1109 1.67 2.49

Aziz et al. partitioned the data sets into a training set and a probe set randomly3 based on a
uniform distribution — a 90%:10% split was adopted in respect of the training and probe sets,
respectively. The training set and probe set were subsequently employed to calculate the AUROC
score of the link prediction algorithms. Aziz et al. employed a modified approach towards
estimating AUROC due to computational limitations. The mean AUROC scores achieved by
the algorithms, expressions of which correspond to (3.16)–(3.21), in respect of 100 replications
are presented in Table 5.2.

In the case of the verification study carried out in this thesis, the MATLAB code published by
the authors [16, 62] was implemented in respect of the computational environment discussed in
the project scope, i.e. §1.3 The data sets were partitioned according to the same split adopted
by the original authors. Only thirty replications were carried out due to the limited empirical
variation in algorithmic output observed. The mean AUROC scores achieved are presented
in Table 5.3. It may be argued that these results are comparable to the results achieved by
Aziz et al. (as summarised in Table 5.2) thereby demonstrating a reasonably sound algorithmic

1When compared with the ubiquitous Scikit-learn library [220] employed for the classifier-based link prediction
algorithms.

2The edge lists pertaining to each data set is presented in the form of a .txt file.
3The authors did not provide a random seed and therefore an exact replication of the results is not possible.
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Table 5.2: The reported AUROC scores in respect of the CN-based link predictions algorithms of Aziz
et al. [17] in respect of four drug-target interaction networks.

Nuclear receptor Ion channels GPCR Enzymes

LCL 0.6970 0.9131 0.8396 0.8850
RA 0.6961 0.9150 0.8499 0.8857
CRA 0.6977 0.9233 0.8487 0.8867
CAA 0.6977 0.9233 0.8487 0.8867
CAR 0.6969 0.9117 0.8402 0.8850
PRA 0.6984 0.9280 0.8521 0.8872

implementation in respect of the framework’s computerised instantiation. It is important to note
that Aziz et al. only evaluate the performance of the link prediction algorithms with respect to
the AUROC metric which, according to Yang et al. [306] (§3.8), is not particularly suited for
the evaluation of link prediction algorithms due to the imbalanced nature of link prediction data
sets.

Table 5.3: The AUROC scores achieved in respect of Module 9.0’s implementation of the CN-based
link predictions algorithms of Aziz et al. [17] in respect of four drug-target interaction networks.

Nuclear receptor Ion channels GPCR Enzymes

LCL 0.6903 0.9096 0.8301 0.8903
RA 0.6900 0.9115 0.8394 0.8910
CRA 0.6912 0.9197 0.8385 0.8921
CAA 0.6911 0.9158 0.8356 0.8914
CAR 0.6901 0.9081 0.8306 0.8903
PRA 0.6941 0.9262 0.8348 0.8893

The GNNs considered in this study, as delineated in §3.5.4, were implemented by means of
the Pytorch Geometric4 (PyG) library which is an open-source library dedicated towards
performing deep learning on graph structures, and is accompanied by extensive documentation
and active support communities. PyG is, however, relatively nascent, especially when compared
with established libraries such as Scikit-learn [220]. Consequently, additional verification is
necessitated so as to ensure the functional correctness of its computerised instantiation (as part of
Module 9.0). The PyG library was verified in respect of the established MovieLens [112] data set,
the task of which relates to predicting links between movie and user vertices. A total of 100 000
vertices constituted this data set. An AUROC score of 0.9231 was achieved by implementing
one of the GNN algorithms, more specifically the SAGE algorithm, which is comparable to the
score of 0.9299 achieved by another author Lenssen [161]. The programmatic similarity of the
different GNN algorithms within the PyG library renders this single implementation sufficiently
representative. The computerised implementation of the GNN algorithms considered in this
chapter may therefore be regarded as correct.

5.2 Clinical data set background

Due to the challenges associated with real-world clinical data (such as availability and privacy
concerns), the MediKAL framework is implemented in respect of synthetic EHRs generated by

4Pytorch Geometric is a Python library for building and training GNNs for various use cases [87].
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Synthea [284] (discussed in §2.3.2). The main aim during the implementations proffered in this
chapter is two-fold — first, to verify correct functionality of the various computational modules
constituting the framework and second, to showcase a proof-of-concept during which the utility
of the proposed framework is demonstrated. The implementations are not explicitly concerned
with inferring real-world clinical insight that can be directly employed towards carrying out
certain decisions (e.g. diagnoses or prescriptions). Instead, a more methodological-based focus is
adopted during the framework’s implementations. Consequently, the consideration of synthetic
data may therefore be deemed appropriate. The utility of the framework is to be demonstrated
in respect of a generic approach towards carrying out different use cases, e.g. diagnosis prediction
and medication prescription.

Two synthetic data sets are considered for the MediKAL framework’s different instantiations,
the first of which is the so-called 1K sample synthetic patient records [284] data set and the
COVID-19 10K [285] data set. The former data set, henceforth referred to as 1K for simplicity,
comprises historical clinical information of approximately 1 000 patients across a range of generic
healthcare contexts. In this data set, emphasis is not placed on any particular medical condition
and instead a more generic clinical context is represented. The COVID-19 10K data set, on the
other hand, comprises approximately 10 000 patients with upper respiratory-related symptoms,
the majority of which have been diagnosed with COVID-19, therefore a particular area of focus
within the clinical domain is considered. The COVID-19 10K data set is henceforth referred to
as 10K for simplicity. The two data sets differ in terms of scope which facilitates more insightful
analyses.

The aim during the first instantiation is to conduct link prediction in respect of condition di-
agnosis by deriving inferential relationships and patterns between patients and conditions that
are embedded within the Medical KG. Furthermore, the complexity of this constructed KG is
purposefully inhibited so as to facilitate an investigation of the impact that additional data
(and complexity) can effectuate, as part of the second and third instantiation. The aim during
the second instantiation is to conduct link prediction in respect of prescribing new medications
to patients by leveraging the inherent structural properties of a graph constituting patient,
condition, and medication vertices. Lastly, in the third instantiation, the Medical KG is supple-
mented with additional ontological information derived from SNOMED’s hierarchical structure.
The link prediction task is once again performed in respect of prescribing new medications to
patients, however, both patient-specific and generalised ontological information are considered.

5.3 First framework instantiation

In this section, a computerised instantiation of the MediKAL framework is demonstrated with
respect to its components and the constituent modules, the aim of which is to verify functional
correctness and, consequently, demonstrate the utility of the framework. Furthermore, the na-
ture of the framework’s Analysis component facilitates an extensive algorithmic performance
analysis in respect of the various link prediction algorithms considered. The framework is im-
plemented within the Python 3.9 [278] software environment — a decision attributable to the
language’s extensive support for a range of computational libraries in respect of data processing,
data analysis, graph ML, and data visualisation, to name but a few. As mentioned earlier, the
aim during this instantiation is to demonstrate the framework’s utility in respect of condition
diagnosis, i.e. to predict misdiagnosed symptoms or diseases.

https://scholar.sun.ac.za



5.3. First framework instantiation 105

5.3.1 Processing component

The first component of the MediKAL framework, i.e. the Processing component, receives as
input the raw-patient related data generated by Synthea. Particulars pertaining to the format
of the raw data are discussed later. The first module within the Processing component is
dedicated to defining the graph data model, i.e. the schema according to which the Medical KG
is constructed. As mentioned in §4.6.2, the task of defining the graph data model is contingent
on the aim of the analyses performed in respect of the constructed Medical KG. Accordingly,
analyses are to be performed in respect of a data set comprising patients that have one (or more)
conditions, the aim of which is to predict potential missing or latent links as a means of decision
support. Towards this end, the graph data model formulated is a bipartite graph comprising a
patient vertex, a condition vertex, and a HAS relationship, as shown in Figure 5.1.

HASPatient Condition

Figure 5.1: The graph data model employed in the first framework implementation which comprises a
patient vertex, a condition vertex, and a HAS relationship.

In Module 2.0, the raw data are cleaned, as part of the CRISP-DM methodology. Synthea
generates an individual .csv file for a variety of medical entities such as patients, conditions,
allergies, medications, and procedures, however, in this instantiation, only the patient and con-
dition .csv files are considered. A patients1K.csv file is generated containing a distinct ID as
well as information pertaining to the gender, age, marital status, address, and health insurance
for each patient. Another file called conditions1K.csv file is generated which contains a list of all
conditions experienced by patients. Each condition is labelled according to a distinct SNOMED
code and description. Recall from §2.3.3 that SNOMED comprises a hierarchical structure of
clinical terms that may be employed towards standardising clinical documentation. Accordingly,
the various conditions experienced by a patient may be identified by performing a search for that
particular patient’s ID. An extract of the conditions1K.csv file is provided in Table 5.4. The
raw data are then cleaned according to Modules 2.1 and 2.2. Module 2.3 is deemed unnecessary
due to the conformity of the .csv format in respect of downstream tasks.

Table 5.4: An extract of the conditions1K.csv file in which the conditions experienced by various
patients may be observed. The entries corresponding to the “Code” and “Description” column are
derived from the SNOMED medical ontology.

Start Stop Patient Code Description

2019-02-15 2019-08-01 f0f3bc8d-ef38-49ce-a2bd-dfdda982b271 65363002 Otitis media
2019-10-30 2020-01-30 f0f3bc8d-ef38-49ce-a2bd-dfdda982b271 65363002 Otitis media
2020-03-01 2020-03-30 f0f3bc8d-ef38-49ce-a2bd-dfdda982b271 386661006 Fever (finding)
2020-03-01 2020-03-01 f0f3bc8d-ef38-49ce-a2bd-dfdda982b271 840544004 Suspected COVID-19
2020-03-01 2020-03-30 f0f3bc8d-ef38-49ce-a2bd-dfdda982b271 840539006 COVID-19
2020-02-12 2020-02-26 067318a4-db8f-447f-8b6e-f2f61e9baaa5 44465007 Sprain of ankle
2020-03-13 2020-04-14 067318a4-db8f-447f-8b6e-f2f61e9baaa5 49727002 Cough (finding)

Entity extraction is subsequently performed by means of Modules 3.1 and 3.2. The entities con-
stituting the Medical KG, as defined in the graph data model provided in Figure 5.1, are patients
and conditions. Each patient (represented by their ID) is extracted from the patients1K.csv file,
and stored in a separate data object. The conditions are extracted by identifying each dis-
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tinct condition (represented by their distinct SNOMED code and description) within the con-
ditions1K.csv file, and are similarly stored in a separate data object. This process is performed
in respect of both data sets and each entity, resulting in four new .csv files, namely: pa-
tient nodes1K.csv, patient nodes10K.csv, condition nodes1K.csv, and condition nodes10K.csv.
The process of relation extraction is conducted in a similar manner by means of Module 4.0,
whereby the distinct conditions corresponding to each patient ID are grouped, counted, and
exported to respective files, named has1K.csv and has10K.csv — a sample of which may be
observed in Table 5.5. Lastly, Modules 5.1 and 5.2 are carried in order to combine the entity and
relation data. This represents the conclusion of the Processing component’s implementation.

Table 5.5: An extract of the has1K.csv file in which each row denotes a patient-condition vertex pair
corresponding to the respective paitentID and SNOMED code.

patientID conditionCode

0042862c-9889-4a2e-b782-fac1e540ecb4 10509002
0042862c-9889-4a2e-b782-fac1e540ecb4 195662009
0042862c-9889-4a2e-b782-fac1e540ecb4 65363002
0047123f-12e7-486c-82df-53b3a450e365 10509002
0047123f-12e7-486c-82df-53b3a450e365 444814009
0047123f-12e7-486c-82df-53b3a450e365 74400008

5.3.2 KG construction component

The KG construction component comprises two main modules, namely: Construct patient KG
(Module 6.0) and Construct Medical ontology KG (Module 7.0), both of which comprise similar
child processes. The KG in this instantiation is constructed as a PyG HeteroData object in order
to facilitate the subsequent application of GNNs. The HeteroData object represents a descrip-
tion of a heterogeneous graph native to the PyG library which is capable of representing multiple
vertex and edge types (including attributes) in the format of disjunct storage objects (similar
to a regular nested Python dictionary data structure). The construction of the Patient KG is
conducted in a similar manner for both data sets. In order to generate the vertices and their
associated properties, as performed by means of Modules 6.1 and 6.2, a function generates a map-
ping5 for all instances within the entity type .csv files, whilst encoder functions are applied to the
columns containing the different properties for each (row) instance. The corresponding output is
a vertex-level feature representation for each instance within the .csv file. For example, consider
the input files condition nodes1K.csv and condition nodes10K.csv, comprising two columns, ti-
tled: conditionCode and conditionName, where conditionName contains a text description for
a condition corresponding to a particular SNOMED code in conditionCode. An extract of the
condition nodes10K.csv file’s contents are presented in Table 5.6. The distinct SNOMED codes
in the conditionCode are employed to generate a condition vertex mapping for the condition ver-
tices, while the conditionName column is subject to a Sentence-transformer [233] encoder6

in order to generate text embeddings for each condition’s description. The embeddings there-
fore represent the features of the condition vertices, whereby similar condition descriptions are
represented by similar embeddings.

5In this context, “mapping” refers to the task of assigning a distinct numerical identifier to each instance
within the entity type, thereby facilitating a systematic manner for referencing individual data entries.

6Text encoders such as Sentence-transformer employ a tokeniser to decompose text data into tokens, i.e.
fundamental units such as words, phrases, or punctuation marks. These tokens are subsequently employed by the
encoder to generate vector representations capable of capturing the underlying semantics of text data [191].
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Table 5.6: An extract of the data contained within condition nodes10K.csv which comprises only the
SNOMED code and the description corresponding to each condition within the data set.

conditionCode conditionName

10509002 Acute bronchitis (disorder)
109838007 Overlapping malignant neoplasm of colon
110030002 Concussion injury of brain
124171000119105 Chronic intractable migraine without aura
126906006 Neoplasm of prostate
127013003 Diabetic renal disease (disorder)
127295002 Traumatic brain injury (disorder)
128613002 Seizure disorder

A separate function is employed in order to generate the HAS relationship which connects the
patient and condition vertices with one another. The function takes as input the has1K.csv file
and subsequently generates the edges required to construct the KG by connecting the patient
mappings (source) to the condition mappings (destination) according to the rows of has1K.csv.
This step concludes Module 6.3. Module 6.4 is not applicable due to the absence of relation
features during this specific instantiation. In Module 6.5, the constructed KG was verified
by inspecting the HeteroData object. Towards demonstrating this process, consider the 10K
patient data set — its graph data model comprises a patient vertex and condition vertex as well
as a HAS relation. A simple example of output generated from the mapping process is

{10509002: 0, 109838007: 1, 110030002: 2, 124171000119105: 3, ...},

where each key (vertex label) represents the SNOMED code. In order to generate edges, the
relevant function receives as input a .csv file (in the format of has10k.csv) and generates a
two-dimensional tensor in which the first row contains the mapping of the source vertex of each
edge and the second row contains the mapping of the destination vertex of each edge, i.e. each
column denotes an edge. This function is then employed separately to generate each edge type.
An extract of the output is[

0 0 0 · · · 12351 12351 12351

47 49 81 · · · 77 162 163

]
, (5.1)

where the top row denotes the patent mappings and the bottom row denotes the condition
mappings. It may be observed from (5.1) that there is an edge between patient 0 and condition
47, patient 0 and condition 49, patient 0 and condition 81, and so forth. This tensor can subse-
quently be employed to confirm the validity of the edges by comparing whether the mappings
of the vertices in each edge correspond to the entities within the original has10k.csv file. For
example, the first three and last three edges in the has10k.csv file are presented in Table 5.7.

The corresponding patient and condition mappings are presented below, from which it may be
observed that the edges in the HeteroData convey the same information as the input file.

{0000b247-1def-417a-a783-41c8682be022: 0}

{ffea1d41-7562-499d-af1b-284ac72a7c3c: 12351}

{248595008: 47}; {25064002: 49}; {386661006: 81}

{36955009: 77}; {840539006: 162}; {840544004: 163}.
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Table 5.7: An extract of the has10k.csv file in which each row denotes a patient-condition vertex pair
corresponding to the respective paitentID and SNOMED code.

patientID conditionCode

0000b247-1def-417a-a783-41c8682be022 248595008
0000b247-1def-417a-a783-41c8682be022 25064002
0000b247-1def-417a-a783-41c8682be022 386661006

...
...

ffea1d41-7562-499d-af1b-284ac72a7c3c 36955009
ffea1d41-7562-499d-af1b-284ac72a7c3c 840539006
ffea1d41-7562-499d-af1b-284ac72a7c3c 840544004

As discussed in §4.6.3, the extent to which Module 7.0 is executed depends on the nature of
the input data and the aim of the analyses in respect of the Medical KG. In this particular
instantiation, the input data contain ontological information. Furthermore, the purpose of the
Medical KG is to provide a generic clinical network structure. Consequently, the execution of
Modules 7.1–7.7 is not warranted and therefore it is omitted from this discussion.

5.3.3 Analysis component

The Analysis component is initiated by means of Module 8.0, the aim of which is to enable the
user (of the framework) to gain a qualitative and quantitative understanding of the constructed
Medical KG which precedes the selection and application of link prediction algorithms. In
Module 8.1, graph visualisations were generated in order to illustrate the topology of the Medical
KG. Graph visualisations were conducted by means of a combination of NetworkX and Gephi.
Both KGs were first constructed in NetworkX and subsequently exported as a .gexf7 file for
input to Gephi. Graph visualisations can subsequently be created — in this case, a force-based
layout was adopted. The size of the vertices are based on their degree, according to which their
size increases as their degree increases. Consequently, insight into the degree distribution of
vertices can be gleaned. For example, it may be observed that for both the 1K and 10K data
sets there are certain conditions that manifest more frequently amongst the respective patient
populations. The constructed graphs, i.e. the 1K data set and the 10K data set, may be observed
in Figures 5.2 and 5.3, respectively. In Module 8.2, simple graph feature analyses are conducted
in order to gain a quantitative understanding of the overall graph structure — a summary of
which is presented in Table 5.8.

Table 5.8: A summary of the graph features computed in Module 8.2 of the first instantiation.

Graph feature 1K data set 10K data set

Number of patient vertices |Vp| 1 152 12 165
Number of condition vertices |Vc| 123 178
Total number of vertices |V| 1 275 12 343
Total number of edges |E| 6 990 113 239
Average degree of patient vertices d̄(Vp) 6.07 9.31
Average degree of condition vertices d̄(Vc) 56.83 636.17

7Graph exchange XML format ( .gexf) is a markup language-based file format that describes (often complex)
network structures.
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Figure 5.2: A graphical illustration of the 1K patient data set represented as a bipartite graph. The
size of the vertices are visualised based on their degree, according to which size increases as the degree
increases.

The graph constructed from the 1K data set comprises 1 152 patient vertices, 123 condition
vertices, and 6 990 edges. The edges correspond to one or more conditions experienced by pa-
tients. Patient vertices represent 90.35% of the total vertices, while condition vertices constitute
the remaining 9.65%. Patient vertices are only connected to condition vertices, therefore the
average degree of patient vertices corresponds to the average number of conditions experienced
by patients, equating to 6.07 in the case of the 1K data set. Similarly, the average degree of
condition vertices indicates the average number of patients that have experienced this condition
which equates to 56.83 in the case of the 1K data set. The 10K data set, on the other hand,
contains 12 343 vertices, of which 12 165 vertices (98.55%) are patient vertices and 178 vertices
(1.45%) are condition vertices. The average degree of the patient vertices is 9.31, while the
average degree of the condition vertex is notably larger (i.e. 636.17) due to the large number of
patient vertices in relation to the number of condition instances in the 10K data set. Further-
more, degree centrality (discussed in §2.1.2) is computed in order to gain further insight into
conditions that are more common amongst the respective patient populations. The ten largest
degree centrality scores (in respect of conditions) of the respective data sets are displayed in Fig-
ure 5.4. Recall that the 10K data set represents COVID-19 conditions, therefore some insight
into prevailing symptoms of the infectious disease may be gleaned from this visualisation.

In Module 9.0, link prediction is performed in order to derive clinical insights from the Medical
KG. First, different link prediction algorithms are implemented in Module 9.1, the selection of
which can be guided by the literature discussed in §3.2–3.5. In this instantiation of the frame-
work, a bipartite graph representation is adopted and the task of link prediction is formulated
as a binary classification problem. For the sake of conducting a comprehensive algorithmic per-
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Figure 5.3: A graphical illustration of the 10K data set represented as a bipartite graph. The size of
the vertices are visualised based on their degree, according to which size increases as the degree increases.

formance analysis, various link prediction approaches8 were implemented, they are: CN-based
algorithms, classifier-based algorithms, and GNN architectures. A summary of the different link
prediction algorithms is presented in Table 5.9.

In the case of the CN-based algorithms, each data set was partitioned according to a uniform
random distribution such that 80% of the data were employed for training and the remaining
20% were allocated to the probe set. In the case of the classifier-based algorithms, the data
set was partitioned according to a uniform random distribution such that 80% of the data were
employed for training, whereas the remaining 20% of the data were employed for the test set. The
data split employed for the GNNs corresponded to 80% for training, 10% for validation, and for
10% testing, whereas negative edges were generated according to a uniform random distribution.
Similarly, the GNN architectures undergo evaluation with respect to the test set. A total of thirty

8Recall that an algorithmic verification study was conducted (discussed in §5.1) in order to ensure correct
functionality within the computerised environment.
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Figure 5.4: The top ten conditions based on degree centrality scores for the 1K and 10K data sets.

bootstrap9 samples were generated from the original data set for the CN- and classifier-based
algorithms in order to ensure statistical robustness with respect to performance evaluations.
Similarly, in order to account for the randomness inherent in neighbourhood sampling, the
GNNs were executed thirty times.

The iterative process of training and evaluation commences by means of Modules 9.2 and 9.3.
Module 9.2 involves selecting and subsequently tuning model hyperparameter values in order
to maximise the predictive performance of the different algorithmic techniques in respect of the
training performance. Module 9.3 involves assessing algorithmic performance by means of the
evaluation metrics AUROC and AUPRC. Emphasis is placed on AUPRC due to its pronounced
suitability in respect of imbalanced classification problems for which the minority class corre-
sponds to the positive class, as corroborated by Yang et al. [306] (discussed in §3.8). AUROC is
nevertheless included ascribed to its widespread consideration in various link prediction studies
which facilitates improved comparisons. The feature set employed for the classifier-based algo-
rithms includes demographic, domain, and graph-based structural (topological) features. The
demographic features included age, gender, race, marital status, as well as the county in which
the patient resides while the domain features include healthcare coverage (expressed in mon-
etary terms) and healthcare expense of each patient. Graph-based structural features, on the
other hand, include those extracted by the CN-based similarity algorithms of (3.16)–(3.21). The
feature set employed for the GNN algorithms included the text embeddings of each condition
description as well as the demographic features corresponding to each patient.

The particular set of hyperparameters (together with their value ranges) selected for tuning
was guided by findings in the literature [87, 220] and separate pilot studies carried out by the

9Bootstrapping is a resampling procedure that employs data from one population in order to generate a sam-
pling distribution by means of extracting repeated random samples from the population, with replacement [221].
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Table 5.9: A list of the algorithms considered in Module 9.1 for the first instantiation.

Category Algorithm

CN-based LCL
RA
CRA
CAA
CAR
PRA

Classifier-based LR
NB
kNN
DT
RF
MLP

GNNs SAGE
GAT
GATv2
GT

author. The CN-based approaches have no hyperparameters and therefore no additional tuning
was performed. In the case of the LR model, the hyperparameters selected for tuning were the
inverse regularisation10 strength (denoted by C), and the penalty term which may either be
`1 or `2 regularisation. A notable form of regularisation involves employing parameter norm
penalties, in which a regularisation term is added to the loss function in order to constrain the
values of the weights [100]. The classifier-based algorithms were implemented using the Scikit-
learn library [220] which has certain limitations in respect of the utilisation of the `1 penalty.
More specifically, `1 regularisation can only be employed when an appropriate solver is explicitly
specified. The default solver for Scikit-learn’s LR algorithm (i.e. LBFGS) does not support the `1
penalty, but does permit either the `2 penalty, or no penalty (denoted as None). Therefore, only
`2 regularisation was considered. The Gaussian NB variant was employed in this instantiation.
The only hyperparameter that can be tuned for this variant is the term alpha which tends to
improve stability during calculations by incorporating a measure of variance [220].

The considered hyperparameters of the kNN method included the number of neighbours k and
the type of weight function employed during prediction. In the case of the DT, the criterion and
splitter hyperparameters were selected. The criterion hyperparameter represents the function
employed to measure the quality of the split, while the splitter hyperparameter refers to the
strategy employed to select the split at each vertex, i.e. best which involves selecting the best
split in respect of the largest decrease in impurity, or random which involves selecting the best
random split in respect of decreasing impurity. Furthermore, the ccp alpha parameter was
employed in order to mitigate overfitting. A larger value for this parameter results in more
aggressive pruning which leads to simpler and shallower trees, therefore improving generalisation
by reducing overfitting. The criterion hyperparameter, number of trees in the random forest,
as well the ccp alpha parameter were selected as model hyperparameters for the RF classifier.
Lastly, the hyperparameters selected for the MLP classifier were the size of the hidden layers
(i.e. the number of hidden neurons), learning rate, and maximum number of iterations performed
during training.

10Regularisation is implemented in order to improve generalisation performance.
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In the case of the GNNs, the model hyperparameters selected for SAGE were the number of
epochs, aggregation function, and number of layers. The candidate aggregator functions em-
ployed in SAGE were the mean operator (3.5.4) and the max operator (3.5.4). For the remain-
ing GNN architectures, i.e. GAT, GATv2, and GT, the hyperparameters considered were the
number of layers, number of epochs, and the number of heads, the latter of which denotes the
number of multi-attention heads within the graph attention layers. A summary of the hyperpa-
rameters, together with their corresponding values, is presented in Table 5.10. It should be noted
that default values (based on the respective libraries [87, 220]) were selected for the remaining
hyperparameters.

Table 5.10: The hyperparameters and their associated values employed during the tuning process.

Algorithm Hyperparameter Values

LR C 0.1, 1, 10
Penalty `2
Solver LBFGS

NB alpha 0.2, 0.4, 0.6
kNN Number of neighbours 4, 5, 6

Weights uniform, distant
DT Criterion gini, entropy, log loss

Splitter best, random
ccp alpha 0.1, 0.2, 0.3

RF Number of trees 50, 100, 150
Criterion gini, entropy, log loss

ccp alpha 0.1, 0.2, 0.3
MLP Size of hidden layers (10), (15; 10), (20; 15)

Learning rate constant, adaptive
Maximum number of iterations 200, 300

SAGE Number of layers 2, 3, 4
Number of epochs 40, 50, 60
Aggregation mean, max

GAT Number of layers 2, 3, 4
Number of epochs 40, 50, 60
Number of multi-head-attentions 1, 2

GATv2 Number of layers 2, 3, 4
Number of epochs 40, 50, 60
Number of multi-head-attentions 1, 2

GT Number of layers 2, 3, 4
Number of epochs 40, 50, 60
Number of multi-head-attentions 1, 2

Hyperparameter tuning for the classifier-based algorithms was conducted by means of a grid
search with respect to both evaluation metrics, the results of which are shown in Tables A.1 and
A.2 of Appendix A. The AUPRC metric was prioritised (as discussed earlier) and therefore the
set of hyperparameters that yielded the largest AUPRC score for each algorithm was selected.
The four GNN architectures were implemented using PyG’s heterogeneous convolution wrapper,
i.e. HeteroConv, which facilitates the definition of custom heterogeneous message and update
functions. Accordingly, the message functions are duplicated in order to operate on each edge
type individually. Furthermore, PyG’s RandomLinkSplit method was employed for the data
partitioning process, according to which 30% of the training edges were selected as supervision

https://scholar.sun.ac.za



114 Chapter 5. Framework implementation

edges. The hyperparameter tuning for the four GNN architectures was performed by means of
random search in order to address the computational burden associated with the grid search
method. Six randomly generated combinations (according to a uniform distribution) of hyperpa-
rameter values were selected for the tuning process. The results of this random search in respect
of AUROC and AUPRC are presented in Tables A.3 and A.4, respectively. The hyperparameter
value combination yielding the largest AUPRC score is considered best. Each link prediction
algorithm was subsequently evaluated in respect of the testing partition, whilst employing the
best hyperparameter combinations identified. The results, i.e. the mean AUROC and AUPRC
scores with respect to the thirty runs on the test set, are detailed in Tables 5.11 and 5.12. The
algorithm yielding the largest AUPRC score is considered best.

Table 5.11: The mean AUROC and AUPRC scores achieved by the best performing hyperparameter
combinations for each algorithm in respect of the 1K data set. The hyperparameter value combination
yielding the largest AUPRC score is considered best and its corresponding AUROC and AUPRC scores
are highlighted in bold.

Algorithm Hyperparameter combination AUROC AUPRC

LCL — 0.8503 0.4661
RA — 0.8468 0.4466
CRA — 0.8591 0.4646
CAA — 0.8562 0.4708
CAR — 0.8498 0.4653
PRA — 0.8828 0.5381
LR C =1, `2 0.6204 0.3615
NB α = 0.6 0.6900 0.4154
kNN Number of neighbours = 6, distance 0.7676 0.4467
DT entropy, best, ccp alpha = 0.1 0.7905 0.4086
RF Number of trees = 4, entropy, ccp alpha = 0.1 0.8121 0.4744
MLP Size of hidden layer = (20, 15), constant, max iter = 300 0.6926 0.4084
SAGE Layers = 3, Epochs = 40, Aggregation = max 0.8591 0.7675
GAT Layers = 4, Epochs = 50, Heads = 2 0.8005 0.6811
GATv2 Layers = 4, Epochs = 50, Heads = 1 0.8433 0.7225
GT Layers = 4, Epochs = 50, Heads = 1 0.8583 0.7710

In the case of the 1K data set, the overall best performing link prediction algorithm was the GT
architecture which achieved an AUROC score11 of 0.8591 and an AUPRC score of 0.7675. The
CN-based algorithms achieved large AUROC scores but relatively small AUPRC scores which
indicates that these algorithms failed to discern between the two classes effectively, e.g. the CAA
algorithm attained an AUROC score of 0.8562 and an AUPRC score of 0.4708. The PRA method
consistently outperformed its CN-based counterparts, achieving the largest scores in respect of
both AUROC and AUPRC metrics. These results reaffirm the PRA’s efficacy as an effective CN-
based bipartite link prediction algorithm, as reported by Aziz et al. [17] and observed during the
algorithmic verification carried out in §5.1. With respect to the classifier-based algorithms, the
RF algorithm performed the best, achieving an AUROC score of 0.8363 and an AUPRC score of
0.5337. Overall, these algorithms achieved the least favourable scores in terms of both evaluation
metrics, notably each algorithm (excluding the RF algorithm) achieved an AUPRC score smaller
than 0.5. The classifier-based algorithms therefore showcase inferior performance with respect to
predicting missing links between patient and condition vertices. The achieved performance of the
GNN architectures, however, showcase markedly superior predictive performance. Overall, the

11All references to “score” correspond to the mean score, unless stated otherwise.
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Table 5.12: The mean AUROC and AUPRC scores achieved by the best performing hyperparameter
combinations for each algorithm in respect of the 10K data set. The hyperparameter value combination
yielding the largest AUPRC score is considered best and its corresponding AUROC and AUPRC scores
are highlighted in bold.

Algorithm Hyperparameter combination AUROC AUPRC

LCL — 0.9153 0.6572
RA — 0.9180 0.6588
CRA — 0.9213 0.6630
CAA — 0.9187 0.6618
CAR — 0.9160 0.6606
PRA — 0.9458 0.7288
LR C =1, `2 0.5215 0.3005
NB α = 0.4 0.9162 0.7603
kNN Number of neighbours = 6, uniform 0.7295 0.4053
DT entropy, random, ccp alpha = 0.1 0.6494 0.3252
RF Number of trees = 4, entropy, ccp alpha = 0.1 0.8630 0.5336
MLP Size of hidden layer = (10), constant, max iter = 200 0.6696 0.4403
SAGE Layers = 3, Epochs = 40, Aggregation = max 0.9416 0.9002
GAT Layers = 4, Epochs = 50, Heads = 2 0.9529 0.9136
GATv2 Layers = 4, Epochs = 50, Heads = 2 0.9618 0.9342
GT Layers = 2, Epochs = 40, Heads = 2 0.9219 0.8721

GNN architectures exhibit admirable performance (especially in respect of AUPRC) which may
be attributed to their ability to leverage both structural properties as well as domain-specific
information when predicting the presence of missing links between patient and condition vertices.
Furthermore, the inclusion of text embeddings as vertex features, could also be a contributing
factor towards its performance superiority.

In the case of the 10K data set, the best performing link prediction algorithm was the GATv2
architecture which achieved an AUROC of 0.9618 and an AUPRC of 0.9342. Similar to the
case of the 1K data set, CN-based algorithms attained large AUROC scores but relatively small
AUPRC scores which further substantiates the assertion that these algorithms fail to discern be-
tween the two classes effectively, regardless of the increase in data. The PRA method once again
achieved the largest AUPRC score when compared with its CN-based counterparts. Surprisingly,
the arguably rudimentary NB algorithm performed best with respect to the classifier-based algo-
rithms achieving an AUROC score of 0.9162 and an AUPRC score of 0.7603. The RF algorithm,
which performed the best with respect to the 1K data seta, achieved an AUROC score of 0.8892
and an AUPRC score of 0.6088 with respect to the 10K data set, demonstrating reasonable
performance in respect of the link prediction task, albeit notably inferior when compared with
the NB algorithm. The remaining classifier-based algorithms, however, achieved relatively small
scores for both evaluation metrics. The GNN architectures once again achieved superior levels
of performance with respect to both evaluation metrics. In particular, the attention-based archi-
tectures, i.e. the GAT and GATv2 architectures, performed best overall achieving an AUPRC
score of 0.9136 and 0.9342, respectively. The large AUPRC scores achieved by the GNN ar-
chitectures further substantiate their utility for link prediction. Furthermore, the majority of
link prediction algorithms showcased improved predictive capabilities in respect of the 10K data
set which may be indicative of the potential benefits associated with additional data instances,
although the increase in performance might also be attributable to a less complex predictive
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task (given the different clinical context). Nevertheless, this finding underscores the scalability
and versatility of GNNs when applied to more complex problem contexts.

In Figure 5.5, box plots are presented showcasing the performance achieved by the best perform-
ing algorithms with respect to the AUPRC metric. Once again, notable superiority is achieved
by the GNN architectures in respect of AUPRC performance when compared with the best
performing CN-based algorithm and classifier-based algorithm for both the 1K and 10K data
sets. The performance difference in respect of the 10K data is especially evident. The larger
data set exhibits reduced variability in respect of the thirty runs, as shown by the smaller in-
terquartile range. This observation once again indicates that the increased data set size may
possibly contribute to improved algorithmic robustness. The performance achieved by each of
the sixteen link prediction algorithms is presented in Figures A.1–A.4, respectively.
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Figure 5.5: AUPRC box plots representing the top four algorithms (i.e. the GNN architectures) together
with the best performing CN-based algorithm and classifier-based algorithm in respect of both the 1K
and 10K data sets for the first instantiation.

In Module 10.0, statistical testing is conducted in order to analyse the algorithmic performance
data in a more robust manner and subsequently draw the required inferences at a desired level of
confidence. Non-parametric statistical tests were applied to the generated performance data —
this decision is ascribed to the lack of clear consensus in the literature with respect to the
assumptions that can be made with respect to the data’s distribution. More specifically, the non-
parametric Friedman test is employed to determine whether a significant statistical difference
exists between at least two of the algorithmic performance sample medians12. In the case of
a difference being observed (at a desired level of confidence), the Nemenyi post hoc procedure
is performed in order to identify the specific sample pairs in which the differences are present.
The Friedman test is conducted in Python using the scipy.stats library [283], together with
a significance level of α = 0.05. All sixteen algorithms are subjected to statistical testing. The
p-values obtained after applying the Friedman test to the respective samples are presented in
Table 5.13.

12While the performance scores presented in this thesis are expressed as mean values, the statistical testing was
carried out in respect of median values.
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Table 5.13: The p-values obtained in respect of each evaluation metric and data set. A table entry less
than 0.05 (indicated in red) denotes a difference at a 5% level of significance.

Data set AUROC AUPRC

1K 0 0
10K 0 0

Each of the four p-values obtained by the Friedman test is smaller than the significance level of
α = 0.05 indicating that a statistically significant difference exists between at least two of the
sample medians in each case. The Nemenyi post hoc procedure is subsequently applied to each
instance, the results of which are presented in Tables A.5–A.8.

Towards identifying the best performing link prediction algorithm for each data set, the following
procedure is employed. First, the different link prediction algorithms are ranked according
to their respective sample medians. Algorithms that are statistically equivalent to the top
ranked algorithm are then identified by means of the p-values obtained by means of the post hoc
procedure. These algorithms are then considered the best performing link prediction algorithms
with respect to the particular data set. In Tables 5.14 and 5.15, the best performing link
prediction algorithms with respect to the AUPRC metric are presented (ranked in descending
order according to their sample medians). Furthermore, the link prediction algorithms that
were statistically equivalent to the best performing algorithm (i.e. ranked top) are listed in the
last column. In the case of the 1K data set, the GT architecture performed best with respect
to the AUPRC metric and its statistical equivalent algorithms were its GNN counterparts, i.e.
SAGE, GATv2, and GAT. In the case of the 10K data set, the GATv2 architecture yielded
the largest AUPRC score and its statistical equivalents were also its GNN counterparts, i.e.
GAT, SAGE and GT. It may be inferred from these findings that the choice between these four
GNN architectures may not significantly impact AUPRC performance. Further investigation
is, however, warranted in order to evaluate other important factors that may possibly impact
the selection of the most suitable GNN architecture, such as computational efficiency or ease of
implementation.

Table 5.14: The best performing link prediction algorithms with respect to the AUPRC metric on the
1K data set ranked in descending order according to their respective sample medians.

Rank Algorithm Median Statistically equivalent

1 GT 0.7700 SAGE, GATv2, GAT
2 SAGE 0.7672
3 GATv2 0.7274
4 GAT 0.6836
5 PRA 0.5388
6 kNN 0.5160
7 RF 0.4760
8 LR 0.4727
9 CAA 0.4668
10 CAR 0.4622
11 LCL 0.4615
12 CRA 0.4606
13 RA 0.4441
14 NB 0.4419
15 MLP 0.4166
16 DT 0.4096
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Table 5.15: The best performing link prediction algorithms with respect to the AUPRC metric on the
10K data set ranked in descending order according to their respective sample medians.

Rank Algorithm Median Statistically equivalent

1 GATv2 0.9346 GAT, SAGE, GT
2 GAT 0.9134
3 SAGE 0.9002
4 GT 0.8722
5 PRA 0.7288
6 NB 0.7160
7 CRA 0.6631
8 CAA 0.6618
9 RA 0.6584
10 CAR 0.6577
11 LCL 0.6571
12 kNN 0.5560
13 RF 0.5334
14 MLP 0.4123
15 LR 0.3570
16 DT 0.2303

The final module of the Analysis component, i.e. Module 11.0, comprises two child modules
which facilitate the extraction of additional insight into algorithmic performance. In Mod-
ule 11.1, visualisations13 depicting the performance of the best link prediction algorithms are
generated, depicted as precision-recall curves (Figure 5.6) and confusion matrices (Figure 5.12).
In Figure 5.6(a), the precision-recall curve of the GT algorithm in respect of the 1K data set is
presented, from which a favourable balance between precision and recall at various thresholds
may be observed. The precision-recall curve of the GATv2 algorithm in respect of the 10K data
set is presented in Figure 5.6(b), from which a considerable improvement may be observed in
respect of achieving a favourable balance between precision and recall at various threshold.

The confusion matrices in Figure 5.7 were obtained by identifying a threshold corresponding to
a maximum F -score. In Figure 5.7(a), it may be observed that the smallest value corresponds
to instances for which the algorithm incorrectly classifies a positive class as a negative class,
i.e. an FN. In the case of diagnosis prediction, minimising FNs may be considered a favourable
outcome as “missing” a diagnosis can lead to a delay in necessary treatments and interventions,
potentially resulting in exacerbated health issues or complications for the patient. The precision
corresponding to Figure 5.7(a) is 0.6473, while the precision corresponding to Figure 5.7(b) is
0.8984. The recall corresponding to Figure 5.7(a) is 0.7825, while the recall corresponding to
Figure 5.7(b) is 0.8515. A large precision indicates that a large proportion of patients identified
by the algorithm as having the condition truly have it, while a large recall indicates that the
algorithm correctly identifies a large proportion of all patients who truly have the condition. The
algorithms therefore displays considerable improvement with respect to correctly predicting a
patient’s diagnosis in the case of the 10K data set. Furthermore, the predicted results are
visualised by means of bar plots indicating the top ten most frequently predicted conditions. A
similar visualisation is generated for the historical conditions for the respective data sets thereby
facilitating a direct comparison between the two sets of conditions. The bar plots corresponding
to the 1K data set and 10K data set, are presented in Figures 5.8 and 5.9, respectively.

13These visualisations correspond to the experimental run (of which there is a total of thirty) that yielded the
largest AUPRC score.
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Figure 5.6: Precision-recall curves corresponding to the best performing link prediction algorithm in
respect of each data set in the first instantiation.
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Figure 5.7: Confusion matrices corresponding to the best performing link prediction algorithm in
respect of each data set in the first instantiation.

In the case of both data sets, the top ten historical conditions correspond to the conditions
with the largest degree centrality scores (provided in Figure 5.4) which aligns with expectations
as degree centrality typically relates to prominence and interconnectedness of vertices within a
graph. In case of the the 1K dataset, both the top ten historical and top ten predicted conditions
comprise similar entities, however, the ranking sequence differs notably in some instances. These
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results may indicate that while the model accurately identifies the key conditions, their relative
importances might not necessarily be captured to the same extent. This might be attributed to
the limited sample size of the data set which can lead to insufficient representation of patterns
or potential biases in the data set.

In the case of the 10K data set, there is a notable correspondence in respect of both the entities
as well as their associated rankings in the historical and predicted plots — the only exception is
the first and tenth position. The overall alignment in rankings, except in the case of the first and
tenth positions, further underscores the model’s capability to identify not only the prominent
conditions but also their relative hierarchical significance correctly. The appearance of “Sputum”
instead of “Hypertension” may suggest that the algorithm is capable of inferring underlying
patterns concerned with upper respiratory conditions given that the data set pertains to COVID-
19 which is an upper respiratory disease. A more in-depth understanding of the changes in
predictive rankings require, however, additional domain expertise in order to assimilate and
infer the underlying significance and implications of these changes.
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Figure 5.8: The top ten most frequent historical and predicted conditions for the 1K data set in respect
of the first instantiation.

Lastly, in Module 11.2, the results are transformed into a format that enables healthcare practi-
tioners to view both the historical and predicted conditions, therefore facilitating clinical decision
support — an example of which is presented in Table 5.16. These resulting outputs, together
with the bar plots in Figures 5.8 and 5.9, represent a more intuitive means towards develop-
ing a qualitative understanding, facilitating an insightful perspective into important patterns
within the considered clinical context which forms the basis for deriving decision support in a
data-driven and systematic manner.
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Figure 5.9: The top ten most frequent historical and predicted conditions for the 10K data set in the
first instantiation.

Table 5.16: An extract of missing (undiagnosed) conditions in respect of the GATv2 architecture applied
to the 10K data set in a format conducive to providing clinical decision support.

patientID conditionCode conditionName status

0d791... 68235000 Nasal congestion (finding) Historical
0d791... 59621000 Hypertension Historical
0d791... 49727002 Cough (finding) Historical
0d791... 248595008 Sputum finding (finding) Historical
0d791... 84229001 Fatigue (finding) Historical
0d791... 386661006 Fever (finding) Historical
0d791... 840544004 Suspected COVID-19 Historical

0d791... 840539006 COVID-19 Predicted

5.4 Second framework instantiation

In this section, a second implementation instantiation of the MediKAL framework is considered.
The data employed in this instantiation are derived from the COVID-19 10K data set [285]. The
aim in this instantiation is to derive inferential patterns from a newly constructed KG towards
predicting (or suggesting) relevant medication to prescribe for patients based on their diagnosed
conditions. It should be noted that the following discussions are more limited in terms of
exposition due to the similarity with respect to the first instantiation. The aim during this
instantiation is to demonstrate the framework’s utility in respect of prescribing medications to
patients based on their current conditions.
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5.4.1 Processing component

The graph data model in this implementation comprises a patient vertex, a condition vertex, a
medication vertex, a HAS relationship, and a PRESCRIBED relationship, as shown in Figure 5.10.
Modules 2.0 and 3.0 are executed in the same manner as in the first instantiation for both
patient and condition vertices. The raw medication data are contained within the file medi-
cations10K.csv. An extract of the medications10K.csv file is presented in Table 5.17. Each
medication is labelled according to a distinct RxNORM [208] code and description. Recall from
§2.3.3 that RxNorm is a medical ontology containing standardised names for medications with
respect to the active ingredient, strength, and dosage. The various medications prescribed to
a patient may be determined by performing a search based on the particular patient’s ID. The
raw data are then cleaned according to the child processes numbered 2.1 and 2.2. Module 2.3 is
omitted due to the conformity of the .csv format in respect of downstream tasks. Thereafter,
entity extraction is performed in Modules 3.1 and 3.2 with respect to the medications by iden-
tifying each distinct medication (represented by their distinct RxNORM code and description)
within the medications10K.csv file, and stored as medication nodes10K.csv. The process of
relation extraction is conducted in Module 4.0, whereby all distinct conditions corresponding to
each patient ID are grouped, counted, and exported to a file named has10K.csv and all distinct
medications prescribed to each patient ID are grouped, counted, and exported to a file named
prescribed10K.csv. Modules 5.1 and 5.2 are subsequently employed for the purpose of structur-
ing the data in a format considered appropriate for the execution of subsequent components.

PR
ES
CR
IB
ED

Patient

ConditionMedication

HAS

Figure 5.10: The graph data model employed in the second instantiation, indicating the triplets
{patient, HAS, condition} and {patient, PRESCRIBED, medication}.

Table 5.17: An extract of the medications.csv file in which the medications experienced by various
patients may be observed. The entries corresponding to the “Code” and “Description” column are
derived from the RxNORM medical ontology.

Start Stop Patient Code Description

2019-10-30 2019-11-13 f0... 308182 Amoxicillin 250 MG Oral Capsule
2019-10-30 2019-11-13 f0... 313820 Acetaminophen 160 MG Chewable Tablet
2020-02-12 2020-02-26 06... 313820 Acetaminophen 160 MG Chewable Tablet
2020-04-28 2020-05-08 06... 834061 Penicillin V Potassium 250 MG Oral Tablet
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5.4. Second framework instantiation 123

5.4.2 KG construction component

The KG construction component is performed in the same manner as in the first instantiation
for the patient vertices, condition vertices, and HAS relationship. The input file employed to
construct the medication vertices, i.e. medication nodes10K.csv file, comprises a medID column
and a Description column, analogous to the conditionCode and conditionName columns, respec-
tively, of the input file used to construct the condition vertices. Similarly, the distinct RxNORM
codes in the medID are employed to generate a medication vertex mapping for the medication
vertices, while a Sentence-transformer encoder is applied to the Description column in order
to generate text embeddings for each medication’s description. These embeddings represent
features for the medication vertices such that similar medication descriptions are represented by
similar text embeddings. The PRESCRIBED relationship is generated by means of the same func-
tion employed to generate the HAS relationship. The prescribed10K.csv file is presented as input
to this function which subsequently links the patient and medication vertices to one another by
connecting the patient mappings (source) to the medication mappings (destination) according
to the rows of prescribed10K.csv. Module 6.4 is omitted due to the absence of relation features,
while Module 6.5 is employed towards verifying the graph structure in a similar manner to the
initial instantiation. Ontological information is present within the input data, and therefore
Modules 7.1–7.7 are not executed explicitly (hence their omission).

5.4.3 Analysis component

Module 8.1 is executed in the same manner as the first instantiation by constructing the graph
using NetworkX and exporting it to Gephi as a .gexf file. The size of the vertices are visualised
based on their degree, according to which the size increases as the degree becomes larger. The
Medical KG may be observed in Figure 5.11. Graph feature analysis is then conducted so as
to facilitate a quantitative understanding of the graph structure. A summary of the results
obtained in Module 8.2 is presented in Table 5.18.

Table 5.18: A summary of the graph features computed in Module 8.2 in respect of the second instan-
tiation.

Graph feature

Number of patient vertices |Vp| 12 197
Number of condition vertices |Vc| 178
Number of medication vertices |Vm| 169
Total number of vertices |V| 12 544
Number of HAS edges |Eh| 113 239
Number of PRESCRIBED edges |Epr| 33 707
Total number of edges |E| 146 946
Average number of conditions per patient 9.31
Average number of medications per patient 3.52
Average degree of condition vertices d̄(Vc) 636.17
Average degree of medication vertices d̄(Vm) 199.45

The Medical KG in this instantiation comprises 12 197 patient vertices, 178 condition vertices,
and 169 medication vertices. Notably, patient vertices constitute 97.24% of the total vertices.
For the sake of interpretability, the average degree of the patient vertex is calculated separately
with respect to the condition vertex and the medication vertex. Once again, degree centrality is
computed in order to gain further insight into which conditions and medications are more com-
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Figure 5.11: A graphical illustration of the 10K data set with the additional medication vertex. While
certain medications are more frequently prescribed than others, they are not frequent as the condition
vertices as indicated by their relatively smaller vertex size.

mon amongst the respective patient populations. Since both condition and medication vertices
may only be connected to a patient vertex, the degree centrality for condition and medication
vertices may be computed by employing the same approach adopted in the first instantiation.
The ten largest degree centrality scores of the condition and medication vertices are presented
in Figure 5.12, from which insight may be gleaned with respect to notable conditions and
medications prescribed to patients for the purpose of treating COVID-19 and potential-related
symptoms.

In Module 9.1, a set of link prediction algorithms is selected and applied. In this instantiation,
link prediction is formulated as a binary classification task in which only PRESCRIBED edges are
considered for prediction. The scope of algorithms considered for the second instantiation is
limited to the four GNN architectures employed in the previous instantiation. The reason for
limiting selection to GNNs is based on the increased complexity of the graph structure due to the
addition of the medication vertex and PRESCRIBED relationship, rendering advanced techniques
more applicable. Furthermore, the statistically superior performance of the four GNN architec-
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Figure 5.12: The top ten condition and medication degree centrality scores in respect of the second
instantiation.

tures in respect of the first instantiation further warrants their exclusive consideration. The data
split employed was 80% training, 10% validation, and 10% testing, whereas negative edges were
generated according to a uniform random distribution. The hyperparameter values selected for
each architecture corresponds to the best performing combinations identified during the first in-
stantiation for the 10K data set, as listed in Table 5.12. The mean AUROC and AUPRC scores
in respect of thirty runs on the test set are presented in Table 5.19. The best performing link
prediction algorithm was the GATv2 architecture which achieved an AUROC score of 0.9505
and an AUPRC score of 0.9067. All four GNN architectures showcased favourable performance
in respect of predicting new links between patient and medication vertices underscoring their
utility towards clinical decision support for healthcare practitioners based on historical patient
data. The AUPRC score achieved by each GNN architecture (in respect of thirty replications)
may be observed in the box plots presented in Figure 5.13.

Table 5.19: The mean AUROC and AUPRC scores achieved by each GNN algorithm in respect of the
second instantiation. The best performing hyperparameter value combinations identified during the first
instantiation are employed.

Algorithm Hyperparameter value combination AUROC AUPRC

SAGE Layers = 3, Epochs = 40, Aggregation = max 0.9463 0.8955
GAT Layers = 4, Epochs = 50, Heads = 2 0.9356 0.8876
GATv2 Layers = 4, Epochs = 50, Heads = 2 0.9505 0.9067
GT Layers = 2, Epochs = 40, Heads = 2 0.9471 0.9026

The Friedman test is employed in Module 10.0, based on the same significance level of α = 0.05.
The p-values achieved for both evaluation metrics are less than the significance level therefore
indicating that there is a statistically significant difference between at least two of the sample
medians for both evaluation metrics. The Nemenyi post hoc procedure is therefore employed
with respect to each algorithm, the results of which are presented in Tables 5.20 and 5.21.
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Figure 5.13: The AUPRC test performance achieved by the GNNs in respect of the second instantiation.

Table 5.20: The p-values derived from performing the Nemenyi test on the AUROC values obtained by
the set of link prediction algorithms with respect to the 10K data set (second instantiation).

SAGE GAT GATv2 GT

SAGE — 0.0010 0.0010 0.7283
GAT — 0.0010 0.0010
GATv2 — 0.0010
GT —

Table 5.21: The p-values derived from performing the Nemenyi test on the AUPRC values obtained by
the set of link prediction algorithms with respect to the 10K data set (second instantiation).

SAGE GAT GATv2 GT

SAGE — 0.0144 0.0010 0.0053
GAT — 0.0010 0.0010
GATv2 — 0.0772
GT —

The best performing algorithm with respect to the AUPRC metric is determined by ranking each
GNN architecture according to their sample medians and subsequently identifying the GNNs
that do not present a significant statistical difference with respect to the best ranked architecture,
as presented in Table 5.22. In this instantiation, the GATv2 architecture is deemed the best
performing algorithm, whilst its statistically equivalent counterpart is the GT architecture.

After the best performing GNN architecture has been identified, Modules 11.1 and 11.2 may be
executed. In Module 11.1, visualisations depicting the performance of the GATv2 are presented
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Table 5.22: The best performing link prediction algorithms with respect to the AUPRC metric in the
second instantiation.

Rank Algorithm Median Statistically equivalent

1 GATv2 0.9061 GT
2 GT 0.9026
3 SAGE 0.8953
4 GT 0.8879

in the form of a precision-recall curve and confusion matrix, as presented in Figure 5.14. In
Figure 5.14(a), the precision-recall curve of the GATv2 algorithm is presented which showcases
a favourable trade-off between precision and recall at various thresholds. The confusion matrix in
Figure 5.14(b) was obtained by identifying a threshold corresponding to the maximum F -score.
In the case of prescription prediction, a large precision score indicates that a large proportion
of the medications predicted by the model are correct, whereas a large recall score indicates
that the model is effectively identifying the correct medication instances corresponding to each
patient. The comparatively larger FNs may result in increased mistreatment as these patients
are not prescribed the medication that they ought to receive. The precision and recall scores
corresponding to the confusion matrix in Figure 5.14(b) are 0.8313 and 0.8281, respectively,
which demonstrates reasonable predictive performance. The top ten most frequently predicted
medications are compared with the top ten most frequent historic medications in order to gain
more insight into the predictions performed by the GATv2 architecture. The visualisations are
conducted by means of bar plots, as presented in Figure 5.15. The historical and predicted
medications comprise similar entities with the exception of “Acetaminophen 325 MG” in the
place of “NDA020800 0.3 ML”, as can be observed in Figure 5.15(b). Furthermore, the ranking
sequence corresponding to the historical and predicted medications differ notably in respect of
various instances which indicates that although the model can predict prescriptions sufficiently,
there remains an opportunity for improvement. Future work may therefore involve conducting
additional hyperparameter tuning in respect of the different GNN architectures.

Lastly, in Module 11.2, the results are transformed into a format that enables healthcare prac-
titioners to view both the historical and predicted medications in order to facilitate clinical
decision support — an example of which is presented in Table 5.23.

Table 5.23: An extract of outcomes derived from the GATv2 architecture in respect of the 10K COVID-
19 data set (of the second instantiation) which is presented in an intuitive format so as to aid clinical
decision support.

patientID medID Description Status

00b5... 705129 Nitroglycerin 0.4 MG/ACTUAT Mucosal Spray Historical
00b5... 849574 Naproxen sodium 220 MG Oral Tablet Historical
00b5... 309362 Clopidogrel 75 MG Oral Tablet Historical
00b5... 197361 Amlodipine 5 MG Oral Tablet Historical
00b5... 2001499 Vitamin B 12 5 MG/ML Injectable Solution Historical
00b5... 562251 Amoxicillin 250 MG / Clavulanate 125 MG Oral Tablet Historical
00b5... 996740 Memantine hydrochloride 2 MG/ML Oral Solution Historical

00b5... 312961 Simvastatin 20 MG Oral Tablet Predicted
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Figure 5.14: The precision-recall curve and confusion matrix achieved by the GATv2 algorithm with
respect to the experimental run in which the largest AUPRC score was achieved.
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Figure 5.15: The top ten most frequent historical and predicted medications for the 10K data set in
respect of the second instantiation.

5.5 Third framework instantiation

In this section, a third instantiation of the MediKAL framework is considered. The aim during
this instantiation is to investigate the effect of supplementing the graph (constructed from the
COVID-19 10K data set [285]) with additional information in respect of the hierarchical medical
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ontology provided by SNOMED — this is accomplished by means of an additional is-a relation
(discussed in §2.3.3). Towards this end, the SNOMED database was modelled as a KG in
Neo4j [210] which was facilitated by a dedicated GitHub repository provided by SNOMED [261].
Neo4j is a graph database management system that facilitates the storage and management
of data expressed as a graph data model, facilitating efficient representation and querying of
complex graph structures. Towards accommodating the markedly extensive volume of data
constituting the SNOMED KG, selective information was extracted from the SNOMED KG
in order to facilitate the execution of this instantiation. The information retrieved from the
SNOMED KG corresponds to all entities (in the SNOMED KG) that are connected to the
vertices representing the conditions in the condition nodes10K.csv file via the is-a relation. The
Medical KG is therefore supplemented and enriched by the medical entities embedded within
the SNOMED KG which have been linked to the relevant objects within the Medical KG. The
identified entities were exported as a .csv file, called snomed nodes10K.csv, containing two
columns, i.e. entityCode and entityName. The is-a relation was exported as a .csv file, called
isa10K.csv, which represents an edge list formatted in the same manner as has10K.csv and
prescribed10K.csv (as discussed in §5.3 and 5.4). The aim during the subsequent discussions is to
highlight certain modules within the MediKAL framework that are deemed important in respect
of the additional clinical information. The framework’s utility can therefore be demonstrated in
respect of prescribing medications to patients by considering both patient-specific conditions as
well as related conditions, as supplemented by the SNOMED hierarchy.

5.5.1 Processing component

The graph data model corresponding to the third instantiation comprises a patient vertex, a
condition vertex, a medication vertex, a HAS relationship, a PRESCRIBED relationship, and an
ISA relation, as shown in Figure 5.16. The medical entities extracted from the SNOMED KG
pertain to condition vertices and are therefore also represented as condition vertices in the
graph. Towards this end, the ISA relation connects condition vertices (i.e. in the original data
set and in the medical ontology) to one another thereby directly incorporating additional medical
ontological information from the SNOMED KG. The remaining modules within the Processing
component, i.e. Modules 2.0–5.0, are executed in the same manner as the prior instantiations
and are therefore omitted from the discussion.

PR
ES
CR
IB
ED

Patient

ConditionMedication

HAS

ISA

Figure 5.16: The graph data model employed in the third instantiation which denotes the triplets
{patient, HAS, condition}, {patient, PRESCRIBED, medication}, and {condition, ISA, condition}.
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5.5.2 KG construction component

Module 6.0, i.e. Construct patient KG, is executed in the same manner as in the previous
instantiation and is therefore omitted from this discussion. In order to construct the Medical
ontology KG, the snomed nodes10K.csv and isa10K.csv files are employed. These files are
already processed and therefore Module 7.1 is bypassed. Due to the fact that the input files of
the medical ontology vertices comprise the same structure and data types as the input files of
the condition and medication vertices, i.e. an entityCode column and an entityName column,
the same functions employed to generate vertex mappings and text embeddings (which serve
as vertex features) are employed, therefore completing Module 7.2 and 7.3. Furthermore, the
medical ontology vertices are constructed as condition vertices in order to provide additional
contextualised information to facilitate the process of predicting links between patients and
medications. Similarly, the ISA relation, generated in Module 7.4 is created by means of the
same function employed to generate the HAS and PRESCRIBED relations of the Patient KG. The
ISA relation contains no features and therefore Module 7.5 is bypassed. Module 7.6 is indirectly
executed through Module 7.4, i.e. the vertices of the Patient KG are connected to the vertices
of the Medical ontology KG via the ISA relation, while Module 7.7 is performed in the same
manner as for the Patient KG.

5.5.3 Analysis component

Module 8.1 is executed in the same manner as in the previous instantiations by constructing the
graph by means of NetworkX and exporting it to Gephi as a .gexf file. The size of the vertices
are once again visualised based on their degree, according to which the size increases as the degree
increases. For visualisation purposes, the SNOMED vertices, located at the end vertices of the
ISA relation, are partitioned separately in order to distinguish them from the original condition
vertices — this facilitates a qualitative understanding of their degree distribution. The Medical
KG may be observed in Figure 5.11. The results of Module 8.2 are presented in Table 5.24. The
number of condition vertices increases to 727, while a total of 709 ISA relationships are present
within the graph. Despite connections between condition vertices and other condition vertices,
there are no self-loops within the Medical KG. The ten largest degree centrality scores of the
end vertices of the ISA relation are presented in Figure 5.18.

Table 5.24: A summary of the graph features computed in Module 8.2 in respect of the third instanti-
ation.

Graph feature

Number of patient vertices |Vp| 12 197
Number of condition vertices |Vc| 727
Number of medication vertices |Vm| 169
Total number of vertices |V| 12 544
Number of HAS edges |Eh| 113 239
Number of PRESCRIBED edges |Epr| 33 707
Number of ISA edges |Ei| 709
Total number of edges |E| 146 946
Average number of conditions per patient 9.31
Average number of medications per patient 3.52
Average degree of condition vertices d̄(Vc) 636.17
Average degree of medication vertices d̄(Vc) 199.45
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Figure 5.17: A graphical illustration of the KG constructed with the additional vertices and ISA

relations. The SNOMED vertices are labelled separately in order to facilitate visualisation.

The specifications pertaining to the second instantiation in respect of algorithms, hyperparam-
eters, and data partitioning (as discussed in §3.8.2) are adopted in this instantiation. The mean
AUROC and AUPRC test scores with respect to the thirty runs are presented in Table 5.25,
while the AUPRC box plots are presented in Figure 5.13. The GT architecture achieved the
largest AUPRC score (0.9152). Supplementing the Medical KG with additional condition ver-
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Figure 5.18: The top ten degree centrality scores of the end vertices of the ISA relation.

tices (as derived from the SNOMED hierarchy) resulted in a favourable increase in AUPRC
performance across the majority of GNN architectures. Increases range from 0.8995 to 0.9070
in respect of the SAGE architecture, from 0.8876 to 0.9124 in respect of the GAT architecture
and from 0.9026 to 0.9152 in respect of the GT architecture. The GATv2 architecture, which
achieved the largest AUPRC score in the second instantiation (0.9067), did not, however, ex-
hibit an increase in the AUPRC score. These findings indicate that supplementing the KG with
additional condition vertices in respect of predicting new links between patient and medication
vertices does not guarantee improved performance, however, further work is necessitated in re-
spect of, for example, hyperparameters and their impact on algorithmic performance between
different graph data models.

Table 5.25: The mean AUROC and AUPRC scores of the best performing hyperparameter combinations
for each algorithm on the 10K data set in the third instantiation.

Algorithm Hyperparameter combination AUROC AUPRC

SAGE Layers = 3, Epochs = 40, Aggregation = max 0.9513 0.9070
GAT Layers = 4, Epochs = 50, Heads = 2 0.9521 0.9124
GATv2 Layers = 4, Epochs = 50, Heads = 2 0.9477 0.8962
GT Layers = 2, Epochs = 40, Heads = 2 0.9513 0.9152

Statistical inferential testing is conducted in Module 10.0 by means of the Friedman test. The
significance level employed in this instantiation is α = 0.05. The p-values achieved by the
Friedman test in respect of both evaluation metrics are less than the significance level, indicating
that there is a statistically significant difference between at least two of the sample medians for
both evaluation metrics. The Nemenyi post hoc procedure is subsequently applied to each
algorithm — the results of which are presented in Tables 5.26 and 5.27.

As in the previous instantiations, the best performing algorithm with respect to the AUPRC
metric is determined by ranking each GNN architecture according to their sample medians
and subsequently identifying the GNNs that do not exhibit a significant statistical difference
with respect to the best ranked architecture, as presented in Table 5.28. In this instantiation,

https://scholar.sun.ac.za



5.5. Third framework instantiation 133

SAGE GAT GATv2 GT
0.890

0.895

0.900

0.905

0.910

0.915

0.920

A
U

P
R

C

Figure 5.19: The AUPRC performance achieved by the GNNs in respect of the third instantiation.

Table 5.26: The p-values derived from performing the Nemenyi test on the AUROC values obtained by
the set of link prediction algorithms on the 10K data set (third instantiation).

SAGE GAT GATv2 GT

SAGE — 0.4992 0.0010 0.9000
GAT — 0.0010 0.5546
GATv2 — 0.0010
GT —

Table 5.27: The p-values derived from performing the Nemenyi test on the AUPRC values obtained by
the set of link prediction algorithms on the 10K data set (third instantiation).

SAGE GAT GATv2 GT

SAGE — 0.0263 0.0075 0.0100
GAT — 0.0010 0.0263
GATv2 — 0.0010
GT —

the GT architecture is deemed the best performing algorithm with no statistically equivalent
counterparts.

After the best performing GNN architecture has been identified, Modules 11.1 and 11.2 may
be executed. In Module 11.1, visualisations (corresponding to the experimental run yielding
the largest AUPRC score) of the GT architecture are presented in the form of a precision-recall
curve and confusion matrix, i.e. Figure 5.20.
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Table 5.28: The best performing link prediction algorithms with respect to the AUPRC metric in
respect of the third instantiation.

Rank Algorithm Median Statistically equivalent

1 GT 0.9150 —
2 GAT 0.9128
3 SAGE 0.9071
4 GATv2 0.8963
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Figure 5.20: The precision-recall curve and confusion matrix of the GT algorithm corresponding to the
experimental run which attained the highest AUPRC score.

In Figure 5.20(a), the precision-recall curve of the GT algorithm is presented. The confusion
matrix in Figure 5.20(b) was obtained by identifying a threshold corresponding to a maximum
F -score. In this instantiation, the smallest value in the confusion matrix corresponds to FNs
which, in the case of prescription prediction, results in a smaller number of mistreatment as less
patients are prescribed the incorrect medications. The precision and recall scores corresponding
to the confusion matrix in Figure 5.20(b) are 0.8282 and 0.8570, respectively.

The top ten most frequent historic and predicted medications are presented in Figure 5.21. As
in the second instantiation, both sets of medications comprise similar entities with the exception
of “Vitamin B12” which appears in place of “NDA020800 0.3 ML”. The ranking sequence cor-
responding to the historical and predicted medications differ only in certain instances indicating
slightly improved (ranking) performance when compared with the second instantiation. Lastly,
in Module 11.2, the results are transformed into a format that enables healthcare practitioners
to assimilate both the historical and predicted conditions in order to facilitate clinical decision
support — an example of which is presented in Table 5.29.
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Figure 5.21: The top ten most frequent historical and predicted conditions for the 10K data set in the
third instantiation.

Table 5.29: An extract of outcomes derived from the GT architecture on the 10K COVID-19 data set
in an intuitive format so as to aid clinical decision support (third instantiation).

patientID medID Description Status

00b5... 705129 Nitroglycerin 0.4 MG/ACTUAT Mucosal Spray Historical
00b5... 849574 Naproxen sodium 220 MG Oral Tablet Historical
00b5... 309362 Clopidogrel 75 MG Oral Tablet Historical
00b5... 197361 Amlodipine 5 MG Oral Tablet Historical
00b5... 2001499 Vitamin B 12 5 MG/ML Injectable Solution Historical
00b5... 562251 Amoxicillin 250 MG / Clavulanate 125 MG Oral Tablet Historical
00b5... 996740 Memantine hydrochloride 2 MG/ML Oral Solution Historical

00b5... 312961 Simvastatin 20 MG Oral Tablet Predicted

5.6 Reflection

The third instantiation of the MediKAL framework was conducted towards analysing the im-
pact of supplementing the Medical KG with additional ontological information in respect of
predicting new links between patient and medication vertices. The SAGE, GAT, and GT ar-
chitectures achieved improved link prediction performance with respect to the more complex
Medical KG, showcasing their ability to leverage the inferential relationships and patterns as a
result of the additional ontological information. The GATv2 architecture, however, achieved a
smaller AUPRC score. It may be argued that these results indicate that the GATv2 architec-
ture was capable of extracting sufficient information from the simpler graph structure in order to
perform predictions, however, it may also be conjectured that additional hyperparameter tuning
might have resulted in a different outcome.

The confusion matrix corresponding to the best performing algorithm in respect of the third in-
stantiation (Figure 5.20(b)) comprised 482 FNs, whereas the confusion matrix corresponding to
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the best performing algorithm in respect of the second instantiation (Figure 5.14(b)) contained
579 FNs. These findings suggest that in the context of predicting links between patient and
medication vertices, the third instantiation may present greater predictive capability by poten-
tially reducing the instances of mistreatment by effectively identifying correct patient-medication
correspondences. Consequently, these results could translate to more precise treatment plans.
The integration of ontological data into the KG increases the model’s inferential capabilities
towards discerning relevant patterns and relationships, facilitating a greater understanding of
patient-medication dynamics. A KG enriched with such comprehensive data therefore induces
the computational opportunity for more sophisticated and precise link prediction outcomes, as
it abstracts informative information embedded within the complex graph-based representations.

5.7 Methodological utility of MediKAL framework

In order to validate the framework in the context of an industry-based setting, the MediKAL
framework was presented to Dr. Jacqueline Kazmaier, co-founder of a technology-based health-
care company, called Autoscriber [139]. The services of Autoscriber [15] involve the development
of voice recognition software capable of recording, transcribing and extracting clinical informa-
tion shared between healthcare practitioners and patients during consultations [158]. State-
of-the-art speech recognition and NLP approaches are employed towards extracting structured
clinical data from consultations between healthcare practitioners and patients thereby reducing
administrative efforts by doctors and improving overall healthcare.

One of the main services provided by Autoscriber involves deriving actionable clinical insight
from data so as to assist healthcare practitioners in respect of clinical decision making. It
may therefore be reasonable to assert that the MediKAL framework could potentially provide
practical utility towards Autoscriber’s operations — the proposed framework facilitates the
construction of a graph database comprising different medical-related entities pertaining to a
patient population, as well as the subsequent derivation of clinical insights therefrom.

Kazmaier corroborated the MediKAL framework’s suitability to both Autoscriber’s and other
related companies’ operations [139]. Kazmaier also affirmed the versatility of the MediKAL
framework, stating that it is sufficiently generic to be applied to various clinical contexts (includ-
ing theirs). This underscores the framework’s guidance towards processing both structured and
unstructured clinical data effectively. Furthermore, the emphasis on graph-based abstractions
is deemed especially valuable due to the interconnected nature of clinical information and the
accompanying complexity of inferring actionable insight therefrom. The framework’s utility in
respect of both relevance and methodology was therefore confirmed.

As discussed in §4.6.3, the aim during the execution of Module 7.0 is to combine normalised and
patient-specific medical information in order to facilitate computational efficacy during analy-
ses, whilst ensuring the data’s integrity and representational capabilities are not compromised.
Based on her experience, Kazmaier asserts that the inclusion of this module is appropriate as con-
ventional (non-graph) approaches towards representing patient-specific information are seldom
sufficient for abstracting the complex interconnectedness of medical concepts. The incorpora-
tion of a Medical ontology KG results in further enrichment of contextual interconnectedness,
as achieved by the additional level of abstraction. Enhanced utility is therefore demonstrated in
respect of the Medical ontology KG module which facilitates the abstraction of inferential rela-
tionships embedded within clinical (i.e. doctor-patient consultation) data which can be leveraged
by the MediKAL framework in a systematic and methodologically sound manner.
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5.8 Chapter summary

In Chapter 5, the MediKAL framework’s utility was demonstrated by means of various system-
atic instantiations within a computerised environment. The chapter opened with a discourse
pertaining to algorithmic verification in §5.1. Thereafter, background pertaining to the clinical
context was detailed in §5.2. Three computerised instantiations were conducted in this chapter.
The aim during these instantiations was to analyse the impact of varying a KG’s size and com-
plexity in respect of link prediction performance, and to investigate two clinical use cases. In the
first instantiation, the link prediction task was conducted with respect to diagnosis prediction on
two data set sizes — the results of which were delineated in §5.3. The second and third instanti-
ations, presented in §5.4 and §5.5, respectively, involved link prediction in respect of prescription
prediction in order to analyse whether the addition of ontological information is able to enhance
link prediction performance. The main findings that emanate from the three instantiations were
synthesised and presented in §5.6, which was followed by a discourse pertaining to the validation
of the proposed framework by a domain expert in §5.7.
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The aim in this chapter is threefold: First, to present a summary of the work carried out in
this thesis, secondly, to proffer an appraisal of the contributions of the thesis, and, finally, to
recommend a number of extensions with respect to possible follow-up work that may emanate
from the contributions made in this thesis.

6.1 Thesis summary

In addition to the introductory chapter, this thesis comprises an additional five chapters par-
titioned into three parts. Part I comprises two chapters, i.e. Chapters 2 and 3, which were
dedicated to a thorough review of relevant prerequisites and the literature pertaining to the con-
textual and technical domains of knowledge covered in this thesis, in fulfilment of Objective I of
§1.3. In Chapter 2, performed in fulfilment of Objective I(a), a review of the fundamental math-
ematical, statistical, and clinical prerequisites was presented so as to facilitate an understanding
in respect of the relevant topics covered in the subsequent chapters. The chapter opened with an
introduction to the basic concepts of graphs which was supplemented by important notational
conventions along with various diagrammatic examples. A discussion pertaining to the relevant
statistical preliminaries was subsequently presented, followed by a discourse pertaining to EHR
data, synthetic data generation, medical ontologies, and clinical KGs.

Chapter 3 was dedicated to a comprehensive review of the field of link prediction, in fulfilment of
Objective I(b). The chapter opened with an introduction to the fundamentals of link prediction
which represented the foundation of the analytical work conducted in this thesis. Thereafter,
an overview of various link prediction algorithms was presented, namely: CN-, classifier-, and
embedding-based algorithms. A discussion pertaining to link prediction in respect of bipartite
graphs and KGs was subsequently addressed in order to provide necessary technical information
pertaining to the specific algorithmic approaches towards link prediction in respect of hetero-
geneous graph data. Important considerations in respect of performance evaluation and data
partitioning were then delineated.

141
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In Part II of this thesis, the design and implementation of the MediKAL framework were
addressed. Detailed documentation was presented on an end-to-end architectural pipeline for
constructing a KG from patient-related data and subsequently analysing the KG in order to
derive clinical insights therefrom. More specifically, in Chapter 4, the design of this generic
framework was proffered, in fulfilment of Objective II. First, a formal introduction to the notion
of a framework as well as an overview of its developmental process was presented. Furthermore,
background pertaining to DFDs and the generic data science paradigm was discussed, the latter
of which represents the methodological foundation of the MediKAL framework. An account of
similar frameworks within the literature was presented in order to contextualise the proposed
framework. It was reported that related frameworks in the literature are centred towards either
constructing a clinical KG from large amounts of biomedical data or analysing established KGs
by means of different graph based approaches. Consequently, an opportunity was identified
according to which both facets have not been not considered in a holistic manner, particularly
in the context of deriving insights by means of link prediction. Appropriately, the proposed
framework represents both a more nuanced and comprehensive approach towards graph-based
inferential pattern recognition, as it is not restricted to predictions based on a limited set of
labels (as in the case of other graph-based analyses, such as node classification) and can instead
leverage inferences from various levels of abstraction. Towards this end, the need to develop
a unified end-to-end framework was identified for constructing and analysing a medical KG,
from which insights can be derived by means of link prediction. A high-level overview of the
proposed framework was presented which contained a detailed description of its main functional
components and their constituent modules. The descriptions were companied by DFDs which fa-
cilitated the induction of an intuitive understanding of the information flow within the proposed
framework.

Chapter 5 was devoted to a demonstration of the MediKAL framework’s utility by means
of various systematic instantiations within a computerised environment. The chapter opened
with a discourse pertaining to algorithmic verification in fulfilment of Objective III. Thereafter,
background pertaining to the considered clinical context was detailed. Three computerised in-
stantiations were conducted in this chapter in fulfilment of Objective IV. In the case of the first
instantiation, the link prediction task was formulated and conducted with respect to diagnosis
prediction in respect of two clinical data sets, each of which differs in respect of complexity
and context. In the case of the second and third instantiations, link prediction was conducted
in respect of medication prescription in order to further demonstrate the MediKAL’s frame-
work and to analyse whether the addition of ontological information could enhance algorithmic
performance and, if so, to what extent. The main findings that emanated from the three instan-
tiations were subsequently synthesised in fulfilment of Objective V. Lastly, a discourse pertaining
to the validation of the proposed framework by a domain expert was presented in fulfilment of
Objective VI.

6.2 Appraisal of thesis contributions

The main contributions of this thesis are six-fold. In this section, a documentation and appraisal
of these contributions are presented.

Contribution I The design, documentation, and development of a generic end-to-end frame-
work for constructing and analysing clinically derived KGs.

The MediKAL framework presented in Chapter 4 represents an attempt towards ad-
dressing the shortcomings of current frameworks within the literature by proposing an
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end-to-end pipeline that facilitates both the construction and analysis of a KG for the
purposes of clinical decision support. The MediKAL framework comprises three primary
functional components, i.e. a Processing component, a KG construction component, and
an Analysis component which are integrated into a unified architectural pipeline capable
of deriving insights from raw clinical data by means of link prediction. The proposed
framework was published in a reputable peer-reviewed journal [219]. A detailed design
of the framework was presented in Chapter 4 which was facilitated by means of DFDs
depicting the working at various levels of abstraction.

Contribution II A demonstration of the framework’s utility by means of three computerised
instantiations.

The documentation of the aforementioned MediKAL framework extended beyond a con-
ceptual level — three practical implementations of the framework were conducted by means
of computerised instantiations. Prior to these implementations, however, algorithmic ver-
ification was carried out in order to demonstrate the correctness of the computational
implementations of the algorithms considered. Detailed considerations were documented
during the different instantiations so as to elucidate the practical realisation of the frame-
work — some of the main considerations included descriptions of various data structures,
algorithms (including their configurations), and software libraries employed in order to im-
plement the modules constituting the framework. Furthermore, in order to demonstrate
the framework’s utility, the three instantiations differed in respect of the data considered
and/or the clinical use case.

In the case of the first instantiation, two data sets were considered, differing in respect
of size and clinical context, facilitating and enhancing the analyses carried out, as insight
can be gleaned in respect of algorithmic performance under different circumstances. In the
case of the second instantiation, the considered graph data model comprised an additional
vertex and edge type in order to showcase the impact of supplementing the KG with
additional clinical information with respect to algorithmic performance (more specifically,
GNNs). Lastly, the third instantiation was carried out in a similar manner as the second
instantiation, however, it was supplemented with additional vertices derived from the
SNOMED ontology.

Contribution III An algorithmic performance analysis of link prediction techniques in respect
of KGs at differing levels of abstraction.

The instantiations conducted in Chapter 5 involved subjecting the link prediction algo-
rithms to KGs of varying complexity. These comparisons involved different configurations
of graphs, e.g. variations in respect of the number of vertices and edges, as well as the types
of vertices and edges. A valuable contribution is therefore made in respect of furthering
the understanding of link prediction performance in respect of clinically derived KGs at
various levels of abstraction.

Contribution IV A comprehensive comparison of link prediction approaches.

The first instantiation involved a broad range of link prediction algorithms which included
CN-based approaches, classifier-based approaches, and deep-learning methods, i.e. GNNs.
Furthermore, comprehensive hyperparameter evaluation was carried in respect of all six-
teen algorithms, from which further insight into algorithmic performance was gleaned.
Based on the numerical results generated, it was reported that contemporary GNNs con-
sistently outperformed their algorithmic counterparts with respect to both the 1K and
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10K data sets. The algorithmic prowess of GNNs were demonstrated in both a quanti-
tative and qualitative manner. Furthermore, the superior performance achieved by the
GNN architectures highlights the utility of graph-based deep-learning methods towards
extracting complex inferential patterns and relationships from graph data. The four GNN
architectures were then employed in the second and third instantiations in order to accom-
modate the increased complexity of the respective KGs within a different clinical context
(i.e. medication prescription). Statistical analyses were carried out, from which it was
observed that algorithmic performance achieved was reasonably consistent in respect of
the different GNN architectures. Important algorithmic insight was therefore proffered by
means of the analyses carried out in this thesis — a basis for future research endeavours
in respect of consolidating efforts pertaining to contemporary GNN approaches.

Contribution V A verification study of CN-based link prediction techniques for bipartite graphs.

In Chapter 5, an algorithmic verification study was conducted in respect of the compar-
atively nascent CN-based link prediction approaches for bipartite graphs by replicating
(to a reasonable extent) the results achieved by the original authors Aziz et al. [17]. The
algorithmic performance of the CN-based link prediction approaches were evaluated in
respect of four well-known link prediction benchmark data sets — i.e. publicly available
drug-target interaction networks. The results attained during the verification study were
similar to those achieved by Aziz et al. which represented a reasonable verification of the
author’s computerised instantiation, therefore imbuing the subsequent analyses with cre-
dence. The corresponding findings also aid the corroboration of assertions pertaining to
CN-based link prediction approaches — enhancing the current body of knowledge.

Contribution VI Face validation by a domain expert.

The MediKAL framework was validated by means of an appropriate subject matter ex-
pert, the aim of which was to corroborate the framework’s practical utility. The frame-
work was presented to a co-founder of the healthcare company Autoscriber, Dr. Jacqueline
Kazmaier, who corroborated the framework’s suitability to both Autoscriber’s and other
related companies’ operations. Kazmaier stated that the MediKAL framework’s generic
and comprehensive nature renders it applicable to various clinical data (including data
considered by the company). Furthermore, Kazmaier highlighted the algorithmic signif-
icance of the proposed framework in respect of the benefits associated with graph-based
approaches — she stressed that clinical data are inherently interconnected and conven-
tional analyses are seldom sufficient. The MediKAL framework was therefore deemed
contextually suitable and sufficiently advanced.

6.3 Suggestions for future work

This final section comprises suggestions for five avenues of further investigation as possible
follow-up work on the contributions of this thesis. In each case, the suggestion is stated formally
and then elaborated upon briefly.

Suggestion I Development of a user interface for the MediKAL framework.

In order to further leverage the benefits of the MediKAL framework in a practical setting,
the implementation of the proposed pipeline ought to be streamlined by means of a GUI so
as to facilitate effective navigation and interaction with the various constituent modules.
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The addition of a GUI enhances the scope of engagement by enabling users without a
technical background to leverage its benefits which, consequently, improves its practicality
with respect to real-world clinical adoption.

Suggestion II Conduct an instantiation of the MediKAL framework on a real-world medical
data set.

In this thesis, synthetically generated EHR data were considered as part of the MediKAL
framework’s instantiations, from which methodological insight was gleaned as well as in-
sight into potential use cases. A more representative ascertainment of the framework’s
efficacy necessitates its application to real-world patient data. Although synthetic datasets
are useful in respect of demonstrating conceptual utility, they do not necessarily encompass
all of the intricacies embedded within real-world medical data. Furthermore, the algorith-
mic output and accompanying insights derived from the MediKAL framework should be
validated by means of a qualified medical practitioner in order to ascertain the efficacy
and reliability of the framework in a real-world clinical context.

Suggestion III Tailor the framework to a specific medical domain.

The medical domain encompasses a broad range of markedly complex dynamics and work-
ings, each of which is accompanied by innate intricacies emanating from the different
sub-domains. The framework proposed in this thesis was designed in order to be generic
in nature so that it may be applied to various use-cases within the medical domain. Tai-
loring the MediKAL framework to a distinct medical domain, however, may result in
enhanced performance — it is proffered that the task of deriving inferential patterns could
simplify if the problem scope is narrowed. A domain-specific approach may enable effec-
tive and contextual data interpretation and subsequent preparation, potentially resulting
in more meaningful and actionable outcomes. Modules pertaining to the KG construc-
tion component may be customised in order to extract domain specific entities from large
data sets, e.g. extracting only neurological conditions from a data set. It should be noted
that such an extension should be accompanied by specialised domain expertise during the
development and implementation of the modified framework.

Suggestion IV Extending the framework in respect of feature selection.

Clinical data sets often comprise various features such as patient demographics, imaging
data, genetic profiles, and laboratory results, to name but a few. Although the incorpora-
tion of these features can contribute towards developing a comprehensive understanding
of a patient’s medical history, the link prediction task might be rendered more complex
due to the addition of redundant information. By extending the MediKAL framework
to include feature selection, algorithmic performance could potentially be improved by re-
moving inconsequential features. Feature selection techniques can significantly enhance the
performance of predictive models by reducing dimensionality, mitigating overfitting, and
improving accuracy. Moreover, reduced computational expenditure would also accompany
a reduced feature set.

Suggestion V Conduct additional hyperparameter tuning in respect of medication prescription
use cases.

In the case of the second and third instantiations, hyperparameter tuning was not per-
formed — the favourable hyperparameter values identified during the first instantiation
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was adopted, due to time restrictions. Consequently, there is additional scope for improve-
ment in respect of each GNN. By conducting additional hyperparameter tuning in respect
of the various GNN architectures (for this particular use case), improved algorithmic per-
formance can be achieved and, in doing so, enhance decision support.
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[215] Nickel M, Tresp V & Kröger P, 2011, A three-way model for collective learning
on multi-relational data, Proceedings of the 28th International Conference on Machine
Learning, Bellevue (WAS), pp. 809–816.

[216] Ou M, Cui P, Pei J, Zhang Z & Zhu W, 2016, Asymmetric transitivity preserving
graph embedding , Proceedings of the 22nd ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, San Francisco (CA), pp. 1105–1114.

[217] Ou Q, Jin Y.-D, Zhou T, Wang B.-H & Yin B.-Q, 2007, Power-law strength-degree
correlation from resource-allocation dynamics on weighted networks, Physical Review E,
75(2), pp. 1–6.

[218] Pandit S, Chau P, Wang S & Faloutsos C, 2007, Netprobe: A fast and scalable system
for fraud detection in online auction networks, Proceedings of the 16th International
World Wide Web Conference, WWW2007, Bannf, pp. 201–210.

[219] Parshotam H & Nel GS, 2023, Diagnosis prediction using knowledge graphs, South
African Journal of Industrial Engineering, 34(3).

[220] Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, Blon-
del M, Prettenhofer P, Weiss R, Dubourg V, Vanderplas J, Passos A, Cour-
napeau D, Brucher M, Perrot M & Duchesnay E, 2011, Scikit-learn: Machine
learning in Python, Journal of Machine Learning Research, 12, pp. 2825–2830.

[221] PennState, 2023, Bootstrapping Methods, Lecture Notes Stat 500, PennState, State
College (PA).

[222] Perozzi B, Al-Rfou R & Skiena S, 2014, Deep walk , Proceedings of the 20th Interna-
tional Conference on Knowledge Discovery and Data Mining, New York (NY), pp. 701–
710.

[223] Pham T, Tao X, Zhang J, Yong J, Li Y & Xie H, 2022, Graph-based multi-label
disease prediction model learning from medical data and domain knowledge, Knowledge-
Based Systems, 235, pp. 1–15.

[224] Pham T, Tao X, Zhang J, Yong J, Zhou X & Gururajan R, 2019, MeKG: Building
a medical knowledge graph by data mining from MEDLINE , Proceedings of the 12th

International Conference on Brain Informatics, Haikou, pp. 159–168.

[225] Preim B & Botha CP, 2013, Visual Computing for Medicine: Theory, Algorithms, and
Applications, 2nd Edition, Morgan Kaufmann Publishers Inc., San Francisco (CA).

[226] Prieto-Diaz R, 1990, Domain analysis: An introduction, ACM SIGSOFT Software En-
gineering Notes, 15(2), pp. 47–54.

[227] PyG, 2023, Heterogeneous Graph Learning , [Online], [Cited July 2023], Available from
https://pytorch-geometric.readthedocs.io/en/latest/tutorial/heterogeneous
.html.

[228] Quinlan JR, 1986, Induction of decision trees, Machine Learning, 1, pp. 81–106.

[229] Raghavan UN, Albert R & Kumara S, 2007, Near linear time algorithm to detect
community structures in large-scale networks, Physical Review E, 76(3), pp. 1–11.

[230] Raghunathan TE, Reiter JP & Rubin DB, 2003, Multiple imputation for statistical
disclosure limitation, Journal of Official Statistics, 19, pp. 1–16.

[231] Raut P, Khandelwal H & Vyas G, 2020, A comparative study of classification algo-
rithms for link prediction, Proceedings of the 2nd International Conference on Innovative
Mechanisms for Industry Applications, Bangalore, pp. 479–483.

https://scholar.sun.ac.za

https://pytorch-geometric.readthedocs.io/en/latest/tutorial/heterogeneous.html
https://pytorch-geometric.readthedocs.io/en/latest/tutorial/heterogeneous.html


REFERENCES 161

[232] Reed S, Oord A, Kalchbrenner N, Colmenarejo SG, Wang Z, Chen Y, Belov
D & Freitas N, 2017, Parallel multiscale autoregressive density estimation, Proceedings
of the 34th International Conference on Machine Learning, Sydney, pp. 2912–2921.

[233] Reimers N & Gurevych I, 2019, Sentence-BERT: Sentence Embeddings using Siamese
BERT-Networks, Proceedings of the 2019 Conference on Empirical Methods in Natural
Language Processing, Hong Kong, pp. 3982–3992.

[234] Reiner Benaim A, Almog R, Gorelik Y, Hochberg I, Nassar L, Mashiach T,
Khamaisi M, Lurie Y, Azzam ZS, Khoury J, Kurnik D & Beyar R, 2020, Analyzing
medical research results based on synthetic data and their relation to real data results:
Systematic comparison from five observational studies, JMIR Medical Informatics, 8(2),
pp. 16492.

[235] Reiter JP, 2003, Inference for partially synthetic, public use microdata sets, Survey
Methodology, 29(2), pp. 181–188.

[236] Reynolds D, 2009, Gaussian mixture models, pp. 659–663 in Li SZ & Jain AK (Eds),
Encyclopedia of Biometrics, Springer US, Boston (MA).

[237] Rish I, 2001, An empirical study of the näıve Bayes classifier , Proceedings of the 2001
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APPENDIX A

Numerical results

In this appendix, detailed results pertaining to the instantiations conducted in Chapter 5 are
presented. First, a detailed account of the hyperparameter tuning results obtained in respect of
the 1K and 10K data sets are presented in Tables A.1–A.4. Furthermore, box plots corresponding
to the three instantiations are presented in Figure A.1–A.6. Lastly, the p-values of the Nemenyi
post hoc procedure are presented in respect of the first instantiation, as shown in Tables A.5–A.8.

Table A.1: Hyperparameter tuning results for classifier-based algorithms with respect to the 1K data
set of the first instantiation. The hyperparameter value combination yielding the largest AUPRC score
is considered best and its corresponding AUROC and AUPRC scores are highlighted in bold.

Algorithm Hyperparameter combination AUROC AUPRC

LR C = 0.1, `2 0.9143 0.9293
C = 1, `2 0.9143 0.9293
C = 10, `2 0.9143 0.9293

NB alpha = 0.2 0.8767 0.9002
alpha = 0.4 0.8857 0.9073
alpha = 0.6 0.8913 0.9116

kNN Number of neighbours = 4, uniform 0.9185 0.9013
Number of neighbours = 4, distance 0.9234 0.9162
Number of neighbours = 5, uniform 0.9203 0.9081
Number of neighbours = 5, distance 0.9276 0.9250
Number of neighbours = 6, uniform 0.9201 0.9109
Number of neighbours = 6, distance 0.9295 0.9292

DT gini, best, ccp alpha = 0.1 0.8918 0.8167
gini, random, ccp alpha = 0.1 0.8130 0.7923
entropy, best, ccp alpha = 0.1 0.9394 0.9139
entropy, random, ccp alpha = 0.1 0.8758 0.8516
log loss, best, ccp alpha = 0.1 0.9394 0.9139
log loss, random, ccp alpha = 0.1 0.8545 0.8311
gini, best, ccp alpha = 0.2 0.8918 0.8167
gini, random, ccp alpha = 0.2 0.8130 0.7923
entropy, best, ccp alpha = 0.2 0.8929 0.8098
entropy, random, ccp alpha = 0.2 0.8387 0.8151
log loss, best, ccp alpha = 0.2 0.8929 0.8098
log loss, random, ccp alpha = 0.2 0.8274 0.7958
gini, best, ccp alpha = 0.3 0.8918 0.8167
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Table A.1: Hyperparameter tuning results for classifier-based algorithms with respect to the 1K data
set of the first instantiation. The hyperparameter value combination yielding the largest AUPRC score
is considered best and its corresponding AUROC and AUPRC scores are highlighted in bold.

Algorithm Hyperparameter combination AUROC AUPRC

gini, random, ccp alpha = 0.3 0.5793 0.5198
entropy, best, ccp alpha = 0.3 0.8929 0.8098
entropy, random, ccp alpha = 0.3 0.8130 0.7923
log loss, best, ccp alpha = 0.3 0.8929 0.8098
log loss, random, ccp alpha = 0.3 0.8130 0.7923

RF Number of trees = 2, gini, ccp alpha = 0.1 0.8928 0.8212
Number of trees = 4, gini, ccp alpha = 0.1 0.8990 0.8366
Number of trees = 2, entropy, ccp alpha = 0.1 0.9143 0.8600
Number of trees = 4, entropy, ccp alpha = 0.1 0.9349 0.8978
Number of trees = 2, log loss, ccp alpha = 0.1 0.8944 0.8388
Number of trees = 4, log loss, ccp alpha = 0.1 0.9242 0.892
Number of trees = 2, gini, ccp alpha = 0.2 0.8085 0.7349
Number of trees = 4, gini, ccp alpha = 0.2 0.9073 0.8437
Number of trees = 2, entropy, ccp alpha = 0.2 0.8081 0.7352
Number of trees = 4, entropy, ccp alpha = 0.2 0.8904 0.8144
Number of trees = 2, log loss, ccp alpha = 0.2 0.8677 0.8014
Number of trees = 4, log loss, ccp alpha = 0.2 0.8954 0.8209
Number of trees = 2, gini, ccp alpha = 0.3 0.5773 0.5179
Number of trees = 4, gini, ccp alpha = 0.3 0.7371 0.6713
Number of trees = 2, entropy, ccp alpha = 0.3 0.7345 0.6671
Number of trees = 4, entropy, ccp alpha = 0.3 0.8901 0.8212
Number of trees = 2, log loss, ccp alpha = 0.3 0.882 0.8077
Number of trees = 4, log loss, ccp alpha = 0.3 0.9071 0.8395

MLP Size of hidden layer = (10), constant, max iter = 200 0.8259 0.7819
Size of hidden layer = (10), constant, max iter = 300 0.8349 0.8184
Size of hidden layer = (10), adaptive, max iter = 200 0.7322 0.6546
Size of hidden layer = (10), adaptive, max iter = 300 0.8522 0.8396
Size of hidden layer = (15, 10), constant, max iter = 200 0.8030 0.7885
Size of hidden layer = (15, 10), constant, max iter = 300 0.7680 0.7354
Size of hidden layer = (15, 10), adaptive, max iter = 200 0.8357 0.8142
Size of hidden layer = (15, 10), adaptive, max iter = 300 0.8318 0.8223
Size of hidden layer = (20, 15), constant, max iter = 200 0.8200 0.8045
Size of hidden layer = (20, 15), constant, max iter = 300 0.8390 0.8424
Size of hidden layer = (20, 15), adaptive, max iter = 200 0.7638 0.7599
Size of hidden layer = (20, 15), adaptive, max iter = 300 0.7911 0.7535

Table A.2: Hyperparameter tuning results for classifier-based algorithms with respect to the 10K data
set of the first instantiation. The hyperparameter value combination yielding the largest AUPRC score
is considered best and its corresponding AUROC and AUPRC scores are highlighted in bold.

Algorithm Hyperparameter combination AUROC AUPRC

LR C = 0.1, `2 0.9348 0.9480
C = 1, `2 0.9348 0.9480
C = 10, `2 0.9348 0.9480

NB alpha = 0.2 0.9683 0.9670
alpha = 0.4 0.9684 0.9670
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Table A.2: Hyperparameter tuning results for classifier-based algorithms with respect to the 10K data
set of the first instantiation. The hyperparameter value combination yielding the largest AUPRC score
is considered best and its corresponding AUROC and AUPRC scores are highlighted in bold.

Algorithm Hyperparameter combination AUROC AUPRC

alpha = 0.6 0.9684 0.9670
kNN Number of neighbours = 4, uniform 0.9492 0.9289

Number of neighbours = 4, distance 0.9491 0.9354
Number of neighbours = 5, uniform 0.9544 0.9388
Number of neighbours = 5, distance 0.9543 0.9446
Number of neighbours = 6, uniform 0.9578 0.9454
Number of neighbours = 6, distance 0.9576 0.9507

DT gini, best, ccp alpha = 0.1 0.9121 0.8670
gini, random, ccp alpha = 0.1 0.8510 0.8345
entropy, best, ccp alpha = 0.1 0.9118 0.8671
entropy, random, ccp alpha = 0.1 0.9209 0.9055
log loss, best, ccp alpha = 0.1 0.9118 0.8671
log loss, random, ccp alpha = 0.1 0.8719 0.8541
gini, best, ccp alpha = 0.2 0.8510 0.8345
gini, random, ccp alpha = 0.2 0.9118 0.8671
entropy, best, ccp alpha = 0.2 0.8510 0.8345
entropy, random, ccp alpha = 0.2 0.9118 0.8151
log loss, best, ccp alpha = 0.2 0.8929 0.8671
log loss, random, ccp alpha = 0.2 0.8510 0.8345
gini, best, ccp alpha = 0.3 0.9121 0.8670
gini, random, ccp alpha = 0.3 0.5000 0.4444
entropy, best, ccp alpha = 0.3 0.9118 0.8671
entropy, random, ccp alpha = 0.3 0.8510 0.8345
log loss, best, ccp alpha = 0.3 0.9118 0.8671
log loss, random, ccp alpha = 0.3 0.8510 0.8345

RF Number of trees = 2, gini, ccp alpha = 0.1 0.8813 0.8129
Number of trees = 4, gini, ccp alpha = 0.1 0.9140 0.8603
Number of trees = 2, entropy, ccp alpha = 0.1 0.9176 0.8855
Number of trees = 4, entropy, ccp alpha = 0.1 0.9383 0.9066
Number of trees = 2, log loss, ccp alpha = 0.1 0.9086 0.8572
Number of trees = 4, log loss, ccp alpha = 0.1 0.9189 0.8730
Number of trees = 2, gini, ccp alpha = 0.2 0.8156 0.7555
Number of trees = 4, gini, ccp alpha = 0.2 0.9136 0.8579
Number of trees = 2, entropy, ccp alpha = 0.2 0.8868 0.8132
Number of trees = 4, entropy, ccp alpha = 0.2 0.9181 0.8625
Number of trees = 2, log loss, ccp alpha = 0.2 0.8852 0.8172
Number of trees = 4, log loss, ccp alpha = 0.2 0.9056 0.8421
Number of trees = 2, gini, ccp alpha = 0.3 0.5822 0.5286
Number of trees = 4, gini, ccp alpha = 0.3 0.7470 0.6975
Number of trees = 2, entropy, ccp alpha = 0.3 0.8777 0.8030
Number of trees = 4, entropy, ccp alpha = 0.3 0.8943 0.8262
Number of trees = 2, log loss, ccp alpha = 0.3 0.8883 0.8208
Number of trees = 4, log loss, ccp alpha = 0.3 0.8122 0.7495

MLP Size of hidden layer = (10), constant, max iter = 200 0.8925 0.8785
Size of hidden layer = (10), constant, max iter = 300 0.8437 0.8468
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Table A.2: Hyperparameter tuning results for classifier-based algorithms with respect to the 10K data
set of the first instantiation. The hyperparameter value combination yielding the largest AUPRC score
is considered best and its corresponding AUROC and AUPRC scores are highlighted in bold.

Algorithm Hyperparameter combination AUROC AUPRC

Size of hidden layer = (10), adaptive, max iter = 200 0.9168 0.8666
Size of hidden layer = (10), adaptive, max iter = 300 0.8960 0.8267
Size of hidden layer = (15, 10), constant, max iter = 200 0.8761 0.8367
Size of hidden layer = (15, 10), constant, max iter = 300 0.8635 0.8498
Size of hidden layer = (15, 10), adaptive, max iter = 200 0.8522 0.8351
Size of hidden layer = (15, 10), adaptive, max iter = 300 0.8511 0.8345
Size of hidden layer = (20, 15), constant, max iter = 200 0.8703 0.8578
Size of hidden layer = (20, 15), constant, max iter = 300 0.8899 0.8713
Size of hidden layer = (20, 15), adaptive, max iter = 200 0.8377 0.8054
Size of hidden layer = (20, 15), adaptive, max iter = 300 0.8353 0.8346

Table A.3: Hyperparameter tuning results for the GNN architectures with respect to the 1K data set
of the first instantiation. The hyperparameter value combination yielding the largest AUPRC score is
considered best and its corresponding AUROC and AUPRC scores are highlighted in bold.

Algorithm Hyperparameter combination AUROC AUPR

GraphSAGE Layers = 2, Epochs = 40, Aggregation = max 0.8616 0.7761
Layers = 3, Epochs = 40, Aggregation = max 0.8733 0.7957
Layers = 4, Epochs = 50, Aggregation = mean 0.8610 0.7686
Layers = 2, Epochs = 60, Aggregation = mean 0.8676 0.7801
Layers = 2, Epochs = 40, Aggregation = mean 0.8729 0.7955
Layers = 2, Epochs = 60, Aggregation = max 0.8627 0.7693

GATConv Layers = 2, Epochs = 60, Heads = 1 0.7636 0.6633
Layers = 3, Epochs = 50, Heads = 1 0.7955 0.6310
Layers = 4, Epochs = 50, Heads = 2 0.8583 0.7663
Layers = 3, Epochs = 60, Heads = 1 0.7673 0.5896
Layers = 2, Epochs = 40, Heads = 2 0.8114 0.7051
Layers = 4, Epochs = 50, Heads = 1 0.8346 0.7329

GATv2Conv Layers = 2, Epochs = 60, Heads = 1 0.8142 0.7038
Layers = 3, Epochs = 50, Heads = 1 0.8314 0.6868
Layers = 4, Epochs = 50, Heads = 2 0.8559 0.7560
Layers = 3, Epochs = 60, Heads = 1 0.8330 0.7129
Layers = 2, Epochs = 40, Heads = 2 0.8298 0.7284
Layers = 4, Epochs = 50, Heads = 1 0.8430 0.7711

Graph transformer Layers = 2, Epochs = 60, Heads = 1 0.8653 0.7802
Layers = 3, Epochs = 50, Heads = 1 0.8683 0.7878
Layers = 4, Epochs = 50, Heads = 2 0.8729 0.7959
Layers = 3, Epochs = 60, Heads = 1 0.8685 0.7813
Layers = 2, Epochs = 40, Heads = 2 0.8773 0.8011
Layers = 4, Epochs = 50, Heads = 1 0.8739 0.8066
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Table A.4: Hyperparameter tuning results for the GNN architectures with respect to the 10K data set
of the first instantiation. The hyperparameter value combination yielding the largest AUPRC score is
considered best and its corresponding AUROC and AUPRC scores are highlighted in bold.

Algorithm Hyperparameter combination AUROC AUPR

GraphSAGE Layers = 2, Epochs = 40, Aggregation = max 0.9332 0.8740
Layers = 3, Epochs = 40, Aggregation = max 0.9319 0.8811
Layers = 4, Epochs = 50, Aggregation = mean 0.9029 0.8443
Layers = 2, Epochs = 60, Aggregation = mean 0.9046 0.8413
Layers = 2, Epochs = 40, Aggregation = mean 0.9138 0.8539
Layers = 2, Epochs = 60, Aggregation = max 0.9134 0.8492

GATConv Layers = 2, Epochs = 60, Heads = 1 0.9405 0.8825
Layers = 3, Epochs = 50, Heads = 1 0.9170 0.8391
Layers = 4, Epochs = 50, Heads = 2 0.9521 0.9191
Layers = 3, Epochs = 60, Heads = 1 0.9103 0.8240
Layers = 2, Epochs = 40, Heads = 2 0.9429 0.8891
Layers = 4, Epochs = 50, Heads = 1 0.9413 0.8908

GATv2Conv Layers = 2, Epochs = 60, Heads = 1 0.9422 0.8894
Layers = 3, Epochs = 50, Heads = 1 0.9334 0.8725
Layers = 4, Epochs = 50, Heads = 2 0.9538 0.9204
Layers = 3, Epochs = 60, Heads = 1 0.9406 0.8870
Layers = 2, Epochs = 40, Heads = 2 0.9477 0.8987
Layers = 4, Epochs = 50, Heads = 1 0.9423 0.8878

Graph transformer Layers = 2, Epochs = 60, Heads = 1 0.9175 0.8627
Layers = 3, Epochs = 50, Heads = 1 0.9131 0.8596
Layers = 4, Epochs = 50, Heads = 2 0.9144 0.8664
Layers = 3, Epochs = 60, Heads = 1 0.9043 0.8403
Layers = 2, Epochs = 40, Heads = 2 0.9291 0.8847
Layers = 4, Epochs = 50, Heads = 1 0.9083 0.8528
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Figure A.1: The AUROC performance achieved by the different algorithms in respect of the 1K testing
data set for the first instantiation.
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Figure A.2: The AUPRC performance achieved by the different algorithms in respect of the 1K testing
data set for the first instantiation.
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Figure A.3: The AUROC performance achieved by the different algorithms in respect of the 10K testing
data set for the first instantiation.
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Figure A.4: The AUPRC performance achieved by the different algorithms in respect of the 10K testing
data set for the first instantiation.
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Figure A.5: The AUROC performance achieved by the GNNs in respect of the second instantiation.
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Figure A.6: The AUROC performance achieved by the GNNs in respect of the third instantiation.
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Table A.5: Nemenyi procedure p-values for AUROC values with respect to the 1K data set in the
first instantiation. A table entry less than 0.05 (indicated in red) denotes a difference at a 5% level of
significance.
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Table A.6: Nemenyi procedure p-values for AUPRC values on the 1K data set in the first instantiation.
A table entry less than 0.05 (indicated in red) denotes a difference at a 5% level of significance.
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Table A.7: Nemenyi procedure p-values for AUROC values with respect to the 10K data set in the
first instantiation. A table entry less than 0.05 (indicated in red) denotes a difference at a 5% level of
significance.
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Table A.8: Nemenyi procedure p-values for AUPRC values with respect to the 10K data set in the
first instantiation. A table entry less than 0.05 (indicated in red) denotes a difference at a 5% level of
significance.
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